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Abstract

In this thesis we investigate the Proca field in arbitrary globally hyperbolic curved

spacetimes. We rigorously construct solutions to the classical Proca equation, including

external sources and without restrictive assumptions on the topology of the spacetime,

and investigate the classical zero mass limit. We formulate necessary and sufficient

conditions for the limit to exist in terms of initial data. We find that the limit exists

if we restrict the class of test one-forms, that we smear the distributional solutions to

Proca’s equations with, to those that are co-closed, effectively implementing a gauge

invariance by exact distributional one-forms of the vector potential. In order to obtain

also the Maxwell dynamics in the limit, one has to restrict the initial data such that

the Lorenz constraint is well behaved. With this, we naturally find conservation of

current and the same constraints on the initial data that are independently found in

the investigation of the Maxwell field by Pfenning.

For the quantum problem we first construct the generally covariant quantum Proca field

theory in curved spacetimes in the framework of Brunetti, Fredenhagen and Verch and

show that the theory is local. Using the Borchers-Uhlmann algebra and an initial value

formulation, we define a precise notion of continuity of the quantum Proca field with

respect to the mass. With this notion at our disposal we investigate the zero mass

limit in the quantum case and find that, like in the classical case, the limit exists if and

only if the class of test one-forms is restricted to co-closed ones, again implementing

a gauge equivalence relation by exact distributional one-forms. It turns out that in

the limit the fields do not solve Maxwell’s equation in a distributional sense. We will

discuss the reason from different perspectives and suggest possible solutions to find the

correct Maxwell dynamics in the zero mass limit.
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Glossary 132

References 134

iii





1 Introduction and Motivation

As of now there exist two very well tested theories describing two highly diverse realms

of the vast landscape of physical phenomena: That is, on the one hand the theory of

gravitation, called General Relativity (GR), and on the other hand the Standard Model

of Particle Physics, describing the remaining three of the four known fundamental

interactions, namely the electromagnetic, weak and strong interaction.

GR is a classical field theory and describes gravitational large scale phenomena, as for

example observed in astronomy, and provides our current understanding of the uni-

verse as an increasingly expanding one originating from a Big Bang. It was introduced

by Einstein in the early twentieth century and has since been intensively tested, in its

scope of application, and confirmed to be valid up to astonishing accuracy1. GR is

a generalization of Einstein’s theory of special relativity, which itself generalizes the

principles of Newton’s classical mechanics and was needed to account for the experi-

mentally confirmed principle that the speed of light has the same constant value for

all observers, even when moving relatively to each other. This counter intuitive fact

changed the physical perception of space and time. In GR, gravitation is indirectly

described via the curvature of spacetime, a four-dimensional space consisting of the

observed three spatial dimensions together with one dimension describing time. Ac-

cording to GR, mass and energy, which are considered equivalent, curve the initially

flat spacetime, similar to a rubber surface being deformed when putting masses on

it. The connection between the curvature of spacetime and mass, or, more precisely,

between the Einstein tensor and the stress-energy tensor, is described by Einstein’s

field equations.

The Standard Model on the other hand is a quantum field theory (QFT) and unifies

the description of electromagnetic interaction (quantum electrodynamics), weak inter-

action (quantum flavourdynamics) and strong interaction (quantum chromodynamics).

It describes short scale and subatomic physical phenomena and has also been confirmed

to very high accuracy. At very short scales, matter behaves very differently to what

we are used to from our own perception of our surrounding world. In particular, ex-

periments regarding the spectra of excited gases, the photoelectric effect and the so

called Rutherford scattering led to a quantum description of matter, which includes a

probabilistic behavior of observables. In QFT, matter is described by quantum fields,

fulfilling non-trivial commutation relations that were abstracted from the earlier the-

ory of Quantum Mechanics, which was also introduced in the early twentieth century.

1Just this year, 2016, one of the last predictions of GR lacking experimental confirmation, gravita-
tional waves, have been confirmed by the LIGO Scientific and Virgo Collaboration [1].
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1 Introduction and Motivation

Under certain circumstances2, one can think of these fields as particles, called elemen-

tary particles. Even though the Standard Model really is a theory of fields rather than

particles, one often uses the two words equivalently. In that sense, there are two classes

of particles, the fermions (for example electrons or neutrinos) with half integer spin,

making up most of the matter around us, and the bosons (for example photons or glu-

ons) with integer spin. In the Standard Model, the gauge bosons are the transmitter of

the field interactions, for example the photon (the “light particle”) is the transmitter

of the electromagnetic interaction. The corresponding quantum field is a quantized

version of Maxwell’s electromagnetic field describing classical electromagnetism.

Even though both theories by themselves have been tremendously successful, it is a

priori clear that neither of them describes all of the physical phenomena. While in

most (terrestrial) microscopic scenarios gravity, being almost 32 orders of magnitude

weaker then the weak interaction, can be neglected, it should play a role in extreme

astronomical situations, for example near black holes or at the very early times in the

beginning of the universe. Moreover, since matter is responsible for gravitation and

is itself made up of elementary particles, there should exist a quantum description

of gravitation. Also, there are observed phenomena that both of the theories cannot

explain: investigating the rotation speeds of galaxies one finds that the observable

mass in the universe cannot account for the measured speeds alone. It turns out that

actually about one third of the gravitational matter is not observable, that is, only

interacting via gravitation and none of the other known interactions. This so called

dark matter is not described by the Standard Model. Physicists have therefore tried

to find a Theory of Everything (ToE) for example by unifying the Standard Model

and the theory of gravitation into one theory describing all known interactions. So

far, all attempts on formulating a quantum description of gravity and unifying it with

the Standard Model have failed, ranging from early work by Kaluza [34], Klein [36]

and Bronstein [12] to work in the 1960’s and 1970’s where it became clear that GR,

as a QFT, is non-renormalizable [47, 48, 17], that is, simplifying, it yields unphysical

infinite measurement results which cannot be brought under control. There are also

some alternative approaches, not based on QFT, to find a ToE, for example theoretical

frameworks collected under the name string theories, that seemed promising at first but

failed to provide a consistent description of physical phenomena. Even though some

important physicists, most prominently Edward Witten, claim that string theory, or

the different parts of the underlying M-theory, is the correct theory to describe all

observable physical phenomena, there is a lot of criticism against it. Many critics,

prominent figures being Lee Smolin and Peter Woit, claim that, while string theory

provides elegant and beautiful ideas about physics and mathematics, it lacks a clear

2For example in the case of free fields or the asymptotic “in” and “out” states of scattering processes.
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description as a theory. It is said to provide only some fragmental descriptions and

ideas and, most severely, lacks to be a physical theory a priori as it cannot be falsified:

As there is an infinite number of possibilities to compactify the excrescent dimensions3

and there is no preferred principle, string theory provides a description of all possible

physical theories and can always be adapted when in conflict with experiments and

therefore cannot provide any insight or predictions at all.

Instead of constructing a ToE, one might therefore take a step back and try to approxi-

mately describe scenarios in which quantum matter is under the influence of gravitation,

or find a quantum description of gravitation without unifying it with the other funda-

mental interactions. In doing so, one hopes to find and understand basic underlying

principles that a ToE ought to have. In this thesis we will investigate quantum fields

in curved spacetimes, that is, quantum fields under the influence of gravitation, and

neglect the influence that the quantum fields themselves have on gravitation. Early

investigations of quantum fields in curved spacetimes include the investigation of the

influence of an expanding universe on quantum fields and its connection to particle

creation by Parker [38], the study of radiating black holes, most successfully by Hawk-

ing in the 1970’s [30], and the description of what is now called the Unruh effect [51].

Investigating quantum fields on curved rather than flat spacetime as one does in the

Standard Model, one is forced to rethink the underlying principles of QFT. In partic-

ular, QFT usually relies heavily on symmetries of the underlying spacetime, such as

time translation and Lorentz invariance, implementing the special relativistic effects

of quantum mechanics. Searching for Hilbert space representations of the canonical

commutation relations (CCR) together with a unitary representation of the Lorentz

group, one finds many (unitary) equivalent possibilities and picks out a convenient one

specified by a vacuum state - the unique state that is Lorentz invariant. In a general

spacetime, such a global symmetry is of course not present. Hence, the different pos-

sibilities of the Hilbert space representation are not equivalent anymore and there is

no preferred vacuum state. One therefore takes a different approach and formulates

the theory purely algebraically, independent of any Hilbert space representation. This

algebraic description of quantum field theory (originally on flat spacetime), AQFT,

was studied and axiomatized by Haag and Kastler [29]. From the algebraic descrip-

tion one can construct the corresponding Hilbert space formulation via the so called

GNS construction, named after Gelfand, Naimark and Segal. Dyson [22] realized that

the algebraic approach to QFT is suitable for a generalization to account for general

covariance. Together with a generalization of the spectrum condition, known as the mi-

crolocal spectrum condition [13], the framework has then been further refined, leading

to a categorical formulation of Quantum Field Theory on Curved Spacetimes (QFTCS)

3The mathematical formalism of M-theory only works in 10 rather then the four dimensions that we
observe.
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1 Introduction and Motivation

by Brunetti, Fredenhagen and Verch [14]. Details on the principles and development

of QFTCS can be found in the literature [53, 6, 31].

In this thesis we investigate the Proca field in curved spacetimes. The Proca field is

a massive vector4 field first studied by Proca [41] as the most straightforward massive

generalization of the electromagnetic field. Since the photon associated with the elec-

tromagnetic field has mass zero, Proca’s theory is also called massive electrodynamics.

On a classical level, it can be used experimentally to find a lower bound of the photon

mass. Assuming Proca’s equation to describe electromagnetism, one finds that the

corresponding electric potential is of Yukawa rather then Coulomb type as it is for a

massless photon. Experimentally, one finds at very high accuracy at many orders of

length-scales that the electric potential is indeed of Coulomb and not of Yukawa type.

With these and other sophisticated methods the photon mass has been determined

to be smaller then 4 × 10−51 kg (see [33, Section I.2])5. Besides the photon there are

several other elementary particles that are described by vector fields. In fact, all gauge

bosons in the Standard Model are vector bosons. While the photon and the gluons6

are massless, the gauge bosons of the weak interaction, the W- and Z-bosons, are mas-

sive vector fields and may be described using Proca’s equation7. Further examples

of massive vector fields include certain mesons, for example the ω- or the ϕ-meson.

It is thus desirable to study Proca’s equation in a curved spacetime. This was first

done by Furlani [27] in the case of vanishing external sources and under a restrictive

assumption on the topology of the spacetime8. We are going to formulate the theory

as general as possible, including external sources and without topological restrictions.

More importantly, we are interested in the zero mass limit of the theory. As we shall

see at many points, the massive (Proca-) and the massless (Maxwell-) theory differ

enormously in detail. Most severely, the massless theory possesses a gauge invariance

while the massive theory does not. While there have been several studies regarding the

Maxwell field in curved spacetimes [46, 40, 20, 16], there are questions regarding local-

ity and the choice of gauge that remain open for discussion. In flat spacetimes, these

questions do not arise as the topology is trivial, therefore, in particular, all closed p-

forms are exact, as we will discuss later in more detail. In curved spacetimes, choosing

the vector potential as the fundamental physical entity rather than the field strength

tensor, it is a priori not clear if the gauge invariance by closed distributional one-forms

is too general to account for all physical phenomena. As argued in [46], implementing a

gauge invariance by closed distributional one-forms rather than exact ones, one cannot

4That is, it has spin one.
5More recent studies even suggest the bound to be lowered to 1.5× 10−54 kg [44].
6The gluons are the transmitters of the strong interaction.
7Of course, this is not the case in the Standard Model, as the gauge bosons are by construction

massless and only appear massive by their interaction with the Higgs field.
8In particular, Furlani assumes the Cauchy surface of the spacetime to be compact.
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capture experimentally established phenomena like the Aharonov-Bohm effect. Fur-

thermore, one finds that the quantum Maxwell theory is not local, as opposed to the

quantum Proca theory, and one might look for alternative implementations of locality

in the theory. Recent proposals, with emphasis on the question of formulating the same

physics in all spacetimes, are discussed in [25, 23]. One reason to look at the massless

limit of the Proca theory is to find answers to these questions naturally arising in the

limiting procedure. In the zero mass limit, we indeed find a natural gauge invariance

by exact rather than closed distributional one-forms. Questions concerning locality

in the limit remain open for further investigations as they are not discussed in detail

in this thesis. As a first step, our investigation will be purely based on observables,

states are not included in the description. It should in principle be possible to extend

the presented framework to include states. Throughout this thesis we work in natural

units, that is, in particular we set c = 1 = ~.

The structure of this thesis is as follows: In Chapter 2 we will recap some basic math-

ematical notations and definitions. Most of the discussion is kept rather brief as it is

expected that the reader is familiar with the basics of differential geometry as it is the

mathematical framework of GR. We will recap some notions regarding the spacetime

geometry and vector bundles. In a bit more detail, we discuss differential forms as

it is usually not part of the curriculum for physicists and the used formulation relies

heavily on it. Furthermore, we give a brief overview of hyperbolic partial differential

operators and their connection to global hyperbolicity. We conclude the first chap-

ter by introducing some basics of category theory and a summary of the chosen sign

conventions.

In Chapter 3 we will investigate the classical problem. We will find solutions to the

classical Proca equation including external sources as a generalization of the work by

Furlani [27] by decomposing Proca’s equation into a hyperbolic differential equation

and a Lorenz constraint. We will then solve the hyperbolic equation and implement

the constraint by restricting the initial data. As a foundation of understanding the

quantum problem, we will investigate the classical zero mass limit. As it turns out,

the existence of the zero mass limit in the quantum case is deeply connected to the

classical one.

In Chapter 4 we study the quantum problem. First, we will construct the generally

covariant quantum Proca field theory in curved spacetimes in the categorical framework

of Brunetti, Fredenhagen and Verch and show that the obtained theory is local, as

opposed to the quantization of Maxwell’s field (see [16, 46]). Using the Borchers-

Uhlmann algebra, we will define a appropriate notion of continuity of quantum fields

with respect to the mass and will ultimately investigate the zero mass limit of the

quantum Proca theory. It turns out that in the zero mass limit, the quantum fields do
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1 Introduction and Motivation

not solve Maxwell’s equation in a distributional sense. We will discuss the reason from

several perspectives and possible solutions.

A conclusion and outlook is presented in Chapter 5. Our previous attempts that

we formulated using a C*-algebraic approach to find a notion of continuity of the

quantum Proca theory are presented in Appendix A. We will discuss that this approach

is not suited for the investigation of the zero mass limit but nevertheless present the

results obtained along the way as they contain some mathematical results on continuous

families of pre-symplectic spaces that have to our knowledge not been discussed in the

literature. For clarity, some of the mathematical work needed along the investigation

is put in Appendix B - despite their crucial importance for the results. Finally, a list

of used symbols and references can be found at the very end of this thesis.
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2 Preliminaries

In this chapter we will introduce some of the mathematical background and notation

needed for this thesis. In particular, we will shortly introduce the differential geometric

description of spacetime in Section 2.1 and give an introduction to the notion of global

hyperbolicity and its connection to Green- and normally-hyperbolic operators in Sec-

tion 2.2. In a bit more detail, we will introduce the notion of differential forms and give

explicit definitions, also in terms of an index based notation, in Section 2.3. For com-

pleteness, in Section 2.4, we present basic definitions of category theory. The reader

familiar with these topics can safely skip this chapter and refer to it when interested

in the chosen conventions.

2.1 Spacetime geometry

In GR, the universe is mathematically described as a four dimensional spacetime, con-

sisting of a smooth, four dimensional manifoldM (assumed to be Hausdorff, connected,

oriented, time-oriented and para-compact) and a Lorentzian metric g. We will assume

the signature of the Lorentzian metric g to be (−,+,+,+). The Levi-Civita connec-

tion on (M, g) is as usual denoted by ∇. Throughout this thesis, we treat spacetime

as fixed, implementing a gravitational background determined classically by Einstein’s

field equations. Hence, we neglect any back-reaction of the fields on the metric, both

in the quantum and the classical case. In that sense, we treat the fields as test fields.

For the basic mathematical theory regarding Lorentzian manifolds, we refer to the

literature: An introduction to the topic with an emphasis on the physical application

in GR is for example given in [52] and [15]. Here, we will shortly recap the notion of a

tangent space and tangent bundle and generalize to the notion of a vector bundle which

we will use in the general description of normally hyperbolic operators and differential

forms. In the following, we generalize the setting to an arbitrary smooth manifold N
of dimension N with either Lorentzian or Riemannian metric k.

A tangent vector vx at point x ∈ N is a linear map vx : C∞(N ,R) → R that obeys

the Leibniz rule, that is, for f, g ∈ C∞(N ,R) it holds vx(fg) = f(x)vx(g) + vx(f)g(x).

We define the tangent space TxN of N at x as the real N -dimensional vector space of

all tangent vectors at point x. The disjoint union of all tangent spaces is called the

tangent bundle TN of N and is itself a manifold of dimension 2N . A vector field is a

map v : N → TN such that v(x) ∈ TxN . The respective dual spaces, that is the space

of all linear functionals, the co-tangent space and the co-tangent bundle, are denoted

by T ∗xN and T ∗N respectively.

7



2 Preliminaries

For Lorentzian manifolds, we call a tangent vector v at x ∈ N timelike if kµνv
µvν < 0,

spacelike if kµνv
µvν > 0 and null (or lightlike) if kµνv

µvν = 0. At every point x ∈ N ,

we define the set of all causal, that is, either timelike or null, tangent vectors in the

tangent space at x. This set is called the light cone at x and it is split up into two

distinct parts, one that we call the future light cone, and one that we call the past

light cone at x. Since we assume the manifold to be time orientable, there exists a

smooth vector field t that is timelike at every x ∈ N . Given this time orientation,

we identify the future (past) light cone with the set of tangent vectors v ∈ TxN such

that kµνv
µtν < 0 (respectively > 0). Therefore, a tangent vector v at x is called future

directed (past directed) if it lies in the future (past) light cone at x.

Accordingly, a curve γ : I → N is called timelike (spacelike, null, causal, future or

past directed) if its tangent vector γ̇ is timelike (spacelike, null, causal, future or past

directed) at every x ∈ N . For every point x ∈ N we define the causal future/past

J±(x) of x as the set of all points q ∈ N that can be reached by a future directed

causal curve originating in x. For any subset S ∈ N we define J±(S) =
⋃
x∈S J

±(x)

and J(S) = J+(S) ∪ J−(S). Finally, the future/past domain of dependence D±(S) of

a set S ⊂ N is the set of all points x ∈ N such that every inextendible causal curve

through x intersects S. The domain of dependence D(S) of S is the union of the future

and past domain of dependence of the set S. For more details on the causal structure

of spacetime we refer to for example [52, Chapter 8].

The notion of tangent bundles can be generalized to the notion of a vector bundle.

Instead of “attaching” the vector spaces TxN to every point x of the manifold, we allow

for the occurrence of arbitrary vector spaces, called the fibres of the vector bundle. A

vector bundle then consists of the base manifold, in our case N , the total space and

a map π from the total space to the base manifold, that can be locally trivialized. At

each point of the base manifold, the pre-image of π is the fibre of the vector bundle.

To be precise we define, following [43]:

Definition 2.1 (Vector bundle)

A smooth vector bundle over N is a tuple X = (E,N , π), where E is a smooth

manifold and π : E → N is a smooth surjective map satisfying:

(i) For every x ∈ N , π−1(x) is a vector space, called the fibre of the bundle

at point x.

(ii) There exists a finite dimensional vector space F , an open covering {Uα}α
of N and a family of diffeomorphisms χα : π−1(Uα) → Uα × F such that

for all α it holds χα ◦ pr1 = π
∣∣
π−1(Uα)

and for every x ∈ N the map

pr2
◦ χα

∣∣
π−1(x)

: π−1(x)→ F is linear.

8



2.1 Spacetime geometry

Here, the maps pr1 and pr2 denote the projection onto the first respectively second

component of an element in Uα×F . The properties graphically mean that locally, the

vector bundle “looks like” the product of the base manifold with the fibre. The tuples

(Uα, χα) are called local trivializations of the vector bundle. Like for vector spaces, we

can define the sum and product of vector bundles, by using the according vector space

definitions on the fibres of the bundle.

Let X,Y be vector bundles overN with fibres Xx and Yx at x ∈ N . We denote by X⊕Y
the Whitney sum of the two vector bundles - the vector bundle over N whose fibres

are given by the direct sum Xx ⊕ Yx. Similarly, one obtains the local trivializations of

the Whitney sum from the trivializations of X,Y and direct sums.

Accordingly, let X,Y be vector bundles over N and Ñ , with fibres Xx and Yx̃ at

x ∈ N , x̃ ∈ Ñ respectively. We denote by X�Y the outer product of the two vector

bundles - the vector bundle over N × Ñ whose fibres are given by the tensor products

Xx ⊗ Yx. Similarly, one obtains the local trivializations of the outer product from the

trivializations of X,Y and tensor products.

Finally, we generalize the notion of vector fields:

Definition 2.2 (Sections of vector bundles)

Let X = (E,N , π) be a vector bundle with fibres Xx = π−1(x) at x ∈ N .

A smooth section of the vector bundle is a smooth map γ : N → E such that

γ(x) ∈ Xx for all x ∈ N . The vector space of smooth sections of X is denoted by

Γ(X), the one with compactly supported sections is as usual denoted by Γ0(X).

In this language, a vector field v is just a smooth section of the tangent bundle of a

manifold, v ∈ Γ(TN ). One may therefore identify the physical notion of fields with

smooth sections of vector bundles. This point of view will be used to define the notion

of differential forms in Section 2.3.

In this thesis, we usually are interested in complex valued functions (or sections in

general). Therefore, we view all occurring vector bundles as complex, in the sense

that we take two distinct copies of the vector bundle, one representing the real, one

the imaginary part of the bundle. A section of that complex vector bundle is just

a pair of two sections of the real vector bundle under consideration. From now, if

not specified explicitly, we will view all vector bundles, including the tangent bundle

TN , as complex vector bundles. Accordingly, smooth sections of those bundles will in

general be complex valued.
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2 Preliminaries

2.2 Partial differential operators and global hyperbolicity

When dealing with field theories, whether classical or quantum, one is, of course, in-

terested in the dynamics of the fields. These are usually described by some partial

differential equation, often of second order. In the following, we give a short introduc-

tion to the theory of certain partial differential operators acting on smooth sections of

a vector bundle over the spacetime (M, g).

As we have seen, these smooth sections are generalizations of the notion of a field. In the

following, let X denote a vector bundle over the manifoldM and let P : Γ(X)→ Γ(X)

be a partial differential operator acting on smooth sections of the bundle. As in the

case of flat spacetime, we are interested in basic questions regarding the differential

equation Pf = j, for example: Can we formulate a (globally) well posed initial value

problem? Does the differential equation possess (unique) solutions? To answer these

questions, we will now restrict to the case where P is linear and of second order, as it

is often the case in physical applications. One can show that for a certain class of such

operators, namely normally hyperbolic partial differential operators of second order,

we can rigorously treat these questions.

Choosing local coordinates x = (xµ) on M and a local trivialization of X, a linear

partial differential operator of second order is called normally hyperbolic if it takes the

form

P = −
∑
µ,ν

gµν∂µ∂ν +
∑
α

Aα(x)∂α +B(x) , (2.1)

where Aα and B are matrix-valued coefficients depending smoothly on the coordinate

x (see. [6, Chapter 1.5]). One can also formulate a coordinate independent definition

in terms of the principal symbol, which we will not present here (see for example [6,

Section 1.5] ).

Normally hyperbolic operators possess unique fundamental solutions (see for exam-

ple the fundamental solutions to the wave operator as noted in Lemma 3.6). These

fundamental solutions fulfill certain physically important properties, such as a finite

propagation speed smaller than the speed of light. Furthermore, specifying the initial

data on some space-like hypersurface X ∈M specifies a unique solution on the domain

of dependence D(X) of X. Due to these properties, one often calls normally hyperbolic

operators just wave operators. But to state a globally well posed initial value problem

for a wave equation, we need to restrict the class of spacetimesM under consideration

to those that possess space-like hypersurfaces X whose domain of dependence is all of

the spacetime, D(X) =M. This leads to the notion of globally hyperbolic spacetimes:

10



2.3 Differential forms

Definition 2.3 (Global Hyperbolicity)

A spacetime M is called globally hyperbolic if there exists a Cauchy surface Σ

in M.

Here, a Cauchy surface is a space-like hypersurface Σ ⊂M such that every inextendible

causal curve γ intersects Σ exactly once. One can show that Cauchy surfaces fulfill the

desired property mentioned above, that is, D(Σ) = M. Furthermore, one can show

that any globally hyperbolic spacetimeM is foliated by a one-parameter family {Σt}t
of Cauchy surfaces (see for example [52, Theorem 8.3.14]).

In physical applications, one often finds the dynamics of a theory to be described by

wave operators. Most prominently, the Klein-Gordon operator (�+m2) acting on scalar

fields, or its generalization, the wave operator acting on differential forms introduced

in Section 2.3, is normally hyperbolic. But there are also important physical field

theories that are not described by wave operators, such as the Proca field treated in

this thesis. It turns out that the Proca operator (see Definition 3.1) is a so called Green-

hyperbolic operator. These are again partial differential operators P of second order

acting on smooth sections of some vector bundle, such that P (and its dual P ′) posses

fundamental solutions. Obviously, normally hyperbolic operators are Green-hyperbolic,

but the opposite is not true. One can generalize some results obtained by studying

normally hyperbolic operators to Green-hyperbolic operators. An introduction to this

topic is given in [4], where it is also shown that the Proca operator is Green-hyperbolic

but not normally hyperbolic.

For our application, the notion of Green-hyperbolicity is not of vast importance, but

it is worth mentioning that there exists a more detailed mathematical background on

the treatment of such operators. A very detailed description of normally hyperbolic

operators on Lorentzian manifolds, including proofs of the above statements regarding

the initial value problem and the existence of fundamental solutions, is given in [6], also

with an overview of quantization. A shorter introduction to the topic is for example

treated in [5], also with a description of quantization.

2.3 Differential forms

Differential forms provide an elegant, coordinate independent description of calculus

on smooth manifolds. In particular, they generalize the notion of line- and volume-

integrals that are known from analysis. Differential forms play a remarkable role in

physics, as one can argue that they indeed describe fundamental physical entities. As an

example, instead of viewing a classical force as a vector, one can think of it, more closely

11
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related to experiments, as a differential one-form that assigns a scalar to a tangent

vector of a curve. This scalar is the (infinitesimal) work associated with the force along

the curve. Also, differential forms allow for an elegant geometric description of field

theories, for example the Maxwell and Proca field theories that we encounter in this

thesis. In Maxwell’s classical theory of electromagnetism, instead of viewing the electric

and magnetic field (which are conceptually just forces) as the fundamental physical

entities, one introduces the vector potential, a one-form, consisting of the scalar electric

potential and the vector potential associated with the magnet field. Experiments like

the Aharonov-Bohm experiment allow for an interpretation of the vector potential as

the fundamental physical object, rather than the associated electromagnetic field.

Even more fundamentally, the two main theories of physics, General Relativity and the

Standard Model of particle physics, are field theories. They are deeply connected to a

geometric interpretation and can be elegantly described using differential forms.

Despite of all this, differential forms are usually not part of the standard curriculum

of physicists. We shall therefore introduce the basic aspects and definitions regarding

differential forms that are used in this thesis. For a more detailed introduction we

refer to the literature: For example [43, Chapter 2 and 4] or [52, Appendix B] provide

introductions to the topic.

In the following, let N denote a smooth N -dimensional manifold, assumed to be Haus-

dorff, connected, oriented and para-compact, with either Lorentzian or Riemannian

metric k and Levi-Civita connection ∇. For a Lorentzian manifold we use the sign

convention (−,+, . . . ,+) of the metric k. The number of negative eigenvalues of k is

denoted by s, so s = 0 for a Riemannian manifold and, in our convention, s = 1 for a

Lorentzian manifold. Later, we will specify to a four dimensional (globally hyperbolic)

spacetime consisting of a four dimensional manifold M with Lorentzian metric g and

Cauchy surface Σ with induced Riemannian metric h. We define:

Definition 2.4 (Differential form)

Let p ∈ {0, 1, . . . , N}. A differential form ω of degree p, or p-form for short,

on the manifold N is an anti-symmetric tensor field of rank (0, p). That is, at

every point x ∈ N , ωx is an anti-symmetric multi-linear map

ωx : TxN × TxN × · · · × TxN︸ ︷︷ ︸
p-times

→ R . (2.2)

We denote the vector space9 of p-forms on N by Ωp(N ), the space with com-

pactly supported ones by Ωp
0(N ).

9Naturally, addition and scalar multiplication are defined point-wise.
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2.3 Differential forms

As an example, a zero-form f ∈ Ω0(N ) is just a C∞-function from N to R, hence

we can identify Ω0(N ) = C∞(N ,R). A one-form A ∈ Ω1(N ) is nothing more than a

co-vector field and in a physical context usually denoted in local coordinates by Aµ.

Note, that alternatively one can directly define a p-form as a smooth section of the p-th

exterior product of the co-tangent bundle and hence identify Ωp(N ) = Γ
(∧k

T ∗N
)
. As

mentioned in Section 2.1, we view the tangent bundle as a complex bundle. Therefore,

the sections of that bundle will be complex valued functionals. In that fashion, we will

usually view the spaces Ωp(N ) as complex valued differential forms.

Next we define the basic operations, besides addition and scalar multiplication, that

one can perform on differential forms.

Definition 2.5 (Exterior product)

Let A ∈ Ωp(N ) be a p-form and B ∈ Ωq(N ) a q-form on N .

The exterior product ∧ : Ωp(N )× Ωq(N )→ Ωp+q(N ) is defined by

(A ∧B)µ1...µpν1...νq =
(p+ q)!

p!q!
A[µ1...µpBν1...νq ] , (2.3)

where the anti-symmetrization of a tensor T is given through

T[µ1...µp] =
1

p!

∑
σ∈SN

sgn(σ)Tσ(µ1)...σ(µp) . (2.4)

Here, SN denotes the symmetric group10 of degree N , consisting of permutations of the

set {0, 1, . . . , N−1}. With this notion of multiplication, point-wise addition and scalar

multiplication, the space Ω(N ) :=
⊕∞

p=0 Ωp(N ) =
⊕N

p=0 Ωp(N ) becomes an algebra,

usually called the Grassmann- or exterior algebra of differential forms on N . We have

used that obviously Ωk(N ) = 0 for k > N due to the anti-symmetrization.

Furthermore, we find a notion of how to pullback differential forms on manifolds to

another manifold, for example the pullback of a differential form on the spacetime M
to differential forms on its Cauchy surface Σ. Given a C∞-map ψ : Ñ → N , where

N , Ñ are manifolds, we can naturally define the pullback of a function f ∈ Ω0(N ) to

a function (ψ∗f) ∈ Ω0(Ñ ) by composing f with ψ:

ψ∗f := f ◦ ψ . (2.5)

10Usually the symmetric group is defined as the set of permutations of {1, 2, . . . , N} but we chose the
index to run over {0, 1, . . . , N − 1}, identifying the time component with zero rather then one.
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With the pullback of functions defined, we can define how to push forward, or carry

along, vector fields on Ñ to vector fields on N : Let f ∈ Ω0(N ) and ṽ ∈ Γ(T Ñ ) and

x̃ ∈ Ñ . Then

(ψ∗ṽ)ψ(x̃)(f) := ṽx̃(ψ
∗f) (2.6)

defines the vector field (ψ∗v) ∈ Γ(TN ). With these basic operations at hand, we can

generalize to define the pullback of differential forms:

Definition 2.6 (Pullback)

Let N , Ñ be manifolds of dimension N, Ñ respectively, and let ψ : Ñ → N be

a smooth map. Then, ψ defines an algebra homomorphism ψ∗ : Ω(N )→ Ω(Ñ ),

called the pullback of differential forms. For ω ∈ Ωp(N ), x̃ ∈ Ñ and ṽi ∈ TxÑ ,

i = 1, 2, . . . , p, it is defined by

(ψ∗ω)x̃ (ṽ1, ṽ2, . . . , ṽp) := ωψ(x̃)(ψ∗ṽ1, . . . , ψ∗ṽp) . (2.7)

On the exterior algebra we find a duality, provided by the Hodge operator:

Definition 2.7 (Hodge dual)

The hodge star operator ∗ : Ωp(N )→ ΩN−p(N ) is defined through

B ∧ ∗A =
1

p!
Bµ1...µpAµ1...µpdvolk , (2.8)

which yields the coordinate representation

(∗A)µp+1...µN =

√
|kµν |
p!

εµ1...µNA
µ1...µp . (2.9)

Here, εµ1µ2...µN denotes the fully antisymmetric tensor of rank N (Levi-Civita symbol)

satisfying ε12,...,N = 1 and the volume element dvolk is defined by

(dvolk)α1...αN
=
√
|kµν | εα1...αN . (2.10)

In a sense, the volume element describes how the curvature of the manifold deforms a

unit volume. The duality follows from the important property of the Hodge operator

as stated in the following lemma:
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Lemma 2.8

Let ∗ denote the Hodge star operator on the exterior algebra Ω(N ). It holds

that

∗∗ = (−1)s+p(N−p) 1 , (2.11)

which is trivially equivalent to ∗−1 = (−1)s+p(N−p) ∗.

Proof: Let A ∈ Ωp(N ) be a p-form on N . Then:

(∗∗A)µ1...µp =

√
|kµν |

√
|kµν |

p! (N − p)!
εαp+1...αNµ1...µp ε

α1...αN Aα1...αp

= (−1)p(N−p)
√
|kµν |

√
|kµν |

p! (N − p)!
εαp+1...αNµ1...µp ε

αp+1...αNα1...αp Aα1...αp

= (−1)s+p(N−p)δ[α1
µ1
. . . δαp]

µp Aα1...αp

= (−1)s+p(N−p) Aµ1...µp (2.12)

We have used Lemma B.1 and, in the last step, that the anti-symmetrization is absorbed

by contraction because A is antisymmetric. �

Furthermore, we can equip the exterior algebra with a differentiable structure, intro-

ducing the notion of the exterior derivative.

Definition 2.9 (Exterior derivative)

The exterior derivative d : Ωp(N )→ Ωp+1(N ) is defined by the following prop-

erties:

(i) d is linear

(ii) d obeys a graded Leibniz rule: Let A ∈ Ωp(N ) and B ∈ Ωq(N ), then

d(A ∧B) = dA ∧B + (−1)pA ∧ dB (2.13)

(iii) d is nilpotent, that is, d2 = 0.

In local coordinates, this is equivalent to the representation

(dA)µα1...αp = (p+ 1)∇[µAα1...αp] . (2.14)

An important property of the exterior derivative is that it commutes (or rather inter-
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twines its action) with pullbacks (see [43, Proposition 4.1.7]). A p-form ω ∈ Ωp(N ) is

called exact if there is a (p− 1)-form α ∈ Ωp−1(N ) such that ω = dα. We call ω closed

if dω = 0. Accordingly, the space of closed p-forms is denoted by Ωp
d(N ), the space

of exact ones by dΩp−1(N ). As usual, the ones with compact support are denoted by

a subscript zero. Note, that every exact form is closed, using that d is by definition

nilpotent, but the reverse is in general not true. It does hold, however, on certain

manifolds with trivial topology, such as Minkowski spacetime. This is expressed in the

so called Poincaré-Lemma (see for example [11, Chapter 4]) based on the study of de

Rham cohomology.

Moreover, N -forms can naturally be integrated. Using local coordinates and a partition

of unity, we define the integral of N -forms via the well known integration on RN :

Definition 2.10 (Integration on manifolds)

Let {Uα, ψα}α be an atlas of the manifold N and {χα}α a partition of unity

subordinate to the locally finite open cover {Uα}α. Let xµ(α) be a coordinate

basis of ψ on Uα. For any N -form ω ∈ ΩN
0 (M) we define the integral∫

N

ω :=
∑
α

∫
ψα(Uα)

w(x0
(α), . . . , x

1
(α)) dx

0
(α) · · · dxN−1

(α) , (2.15)

where w are the components of ω in the coordinates xµ(α), that is ω = wdx0
(α) ∧

· · · ∧ dxN−1
(α) . This definition is independent of the choice of the atlas and the

partition of unity (see [11, Proposition 3.3]).

With integration at our disposal, we present an important theorem regarding the inte-

gration of exact differential forms:

Theorem 2.11 (Stoke’s Theorem)

Let N be an oriented manifold of dimension N and let its boundary ∂N be en-

dowed with the induced orientation. Let i : ∂N ↪→ N be the inclusion operator.

Let ω ∈ ΩN−1
0 (N ) be a compactly supported (N − 1)-form on N . Then it holds∫

N

dω =

∫
∂N

i∗ω . (2.16)
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Proof: A proof is given in most of the introductory literature on differential geometry

(see for example [37, Chapter 17, Theorem 2.1]). Note that one can equivalently

formulate Stoke’s theorem on a compact manifold but for arbitrary (that is, in general

not compactly supported) (N−1)-forms on the manifold (see for example [43, Theorem

4.2.14]). This will be of importance in later calculations. �

Furthermore, we can define a bilinear map on Ωp(N ) using the integration of N -forms:

Definition 2.12

Let A,B ∈ Ωp(N ) such that their supports have a compact intersection. Define

the bilinear map 〈·, ·〉N : Ωp(N )× Ωp(N )→ C by

〈A,B〉N :=

∫
N
A ∧ ∗B =

∫
N
Aµ1...µpB

µ1...µp dvolk . (2.17)

Since by definition A ∧ ∗B is a compactly supported N -form, this is well defined. We

may sometimes refer to 〈·, ·〉N as an inner product for simplicity, even though it is not

positive definite. Using the exterior derivative, we define the interior or co-derivative:

Definition 2.13 (Interior derivative)

The interior derivative δ : Ωp(N )→ Ωp−1(N ) is defined by

δ := (−1)s+1+N(p−1) ∗d∗ . (2.18)

From the defining properties of d and ∗ it follows δ2 = 0.

Here, s again denotes the number of negative eigenvalues of the metric k of N . In

accordance with our nomenclature, we call a p-form ω co-exact if there exists a α ∈
Ωp+1(N ) such that ω = δα and co-closed if δω = 0. Accordingly, the spaces of co-closed

and co-exact p-forms are denoted by Ωp
δ(N ) and δΩp+1(N ) respectively.

Using the exterior and interior derivative we define the partial differential operator:

Definition 2.14 (D’Alembert Operator)

The d’Alembert (or Laplace - de Rham) operator � : Ωp(N )→ Ωp(N ) is defined

by

� := δd+ dδ . (2.19)
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By definition of the exterior and interior derivative, it is easy to show that � commutes

with both d and δ:

�d = (δd+ dδ)d

= dδd

= d(δd+ dδ) , (2.20)

and analogously for δ. The d’Alembert operator, and its generalization to (�+m2) for

some constant m > 0, are important examples for a normally hyperbolic differential

operators (see Section 2.2) and we may therefore sometimes just refer to them as wave

operators.

The sign convention in the definition of the exterior derivative is chosen such that on

any Lorentzian or Riemannian manifold the interior derivative is formally adjoint to

the exterior derivative, that is, for A ∈ Ωp(N ) and B ∈ Ωp+1(N ) it holds that

〈dA,B〉N = 〈A, δB〉N , (2.21)

which leads to a representation in local coordinates of the Manifold given by:

(δA)µ2...µp = −∇µ1Aµ1...µp . (2.22)

To see that this is consistent, let A ∈ Ωp−1(N ) and B ∈ Ωp(N ) such that their supports

have compact intersection. We obtain, using Stoke’s Theorem 2.11:

0 =

∫
∂N

i∗(A ∧ ∗B)

=

∫
N

d(A ∧ ∗B)

=

∫
N

dA ∧ ∗B + (−1)p−1A ∧ d∗B

=

∫
N

dA ∧ ∗B + (−1)p−1A ∧ ∗∗−1 d∗B︸︷︷︸
is a (N−p+1) form.

=

∫
N

dA ∧ ∗B + (−1)p−1(−1)s+(N−p+1)(N−N+p−1)A ∧ ∗∗d∗B

=

∫
N

dA ∧ ∗B + (−1)p+(1−p)(p−1)A ∧ ∗δB . (2.23)

It can easily be proven by induction that
(
p + (1 − p)(p − 1)

)
is odd for any p ∈ N,
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which yields the result

〈dA,B〉N = 〈A, δB〉N . (2.24)

The definitions stated above thus fulfill the requirement of formal adjointness of the

exterior and interior derivate on an arbitrary Lorentzian or Riemannian manifold N .

In local coordinates we use a partial integration to obtain

〈dA,B〉N =

∫
N

dA ∧ ∗B

=

∫
N

p

p!
∇[α1Aα2...αp] Bα1...αp dvolk

=

∫
N

1

(p− 1)!
∇α1Aα2...αp Bα1...αp dvolk

= −
∫
N

1

(p− 1)!
Aα2...αp∇α1Bα1...αp dvolk

= 〈A, δB〉N , (2.25)

which yields

−∇α1Bα1...αp = (δB)α2...αp . (2.26)

On the four dimensional spacetime (M, g) the definitions of the Hodge star operator

and the interior derivative simplify, such that

∗(M)∗(M) = (−1)p+1
1 (2.27)

δ(M) = ∗(M)d(M)∗(M) , (2.28)

holds on the spacetime (M, g) and

∗(Σ)∗(Σ) = 1 (2.29)

δ(Σ) = (−1)p ∗(Σ) d(Σ)∗(Σ) (2.30)

holds on (Σ, h). In the following we will drop the subscript (M), since we will perform

all the calculations on a four dimensional spacetime, except when explicitly noted (for

example with a subscript (Σ)).
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2.4 Category theory

The description of Quantum Field Theory on Curved Spacetimes (QFTCS) in the

framework of Brunetti, Fredenhagen and Verch [14] is based on category theory. In

this thesis, we will not go into detail on those categorical aspects, however we will need

some basic definitions to formulate the theory rigorously, that is namely the notion of

a category and that of covariant functors, since, in the used framework, the generally

covariant QFTCS is a functor.

Here, we present definitions given in [6, Appendix A.1] and refer to the appropriate

literature for details. We define:

Definition 2.15 (Category)

A category Cat consists of the following:

(i) a class ObjCat whose members are called objects,

(ii) a set MorCat(A,B), for any two objects A,B ∈ ObjCat, whose elements are

called morphisms,

(iii) for any three objects A,B,C ∈ ObjCat there is a map

MorCat(B,C)×MorCat(A,B)→ MorCat(A,C)

(ψ, φ) 7→ ψ ◦ φ (2.31)

called the composition of morphisms subject to the relations:

(1) for non equal pairs (A,B), (A′, B′) of objects, the sets MorCat(A,B)

and MorCat(A
′, B′) are disjoint,

(2) for every object A there exists a morphism idA ∈ MorCat(A,A) such

that it holds for all objects B, morphisms ψ ∈ MorCat(B,A) and

φ ∈ MorCat(A,B)

idA ◦ ψ = ψ and (2.32)

φ ◦ idA = φ , (2.33)

(3) the composition law is associative, that is for an objects A,B,C,D

and any morphisms ψ ∈ MorCat(A,B), φ ∈ MorCat(B,C) and χ ∈
MorCat(C,D) it holds

(χ ◦ φ) ◦ ψ = χ ◦ (φ ◦ ψ) . (2.34)
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Definition 2.16 (Functor)

Let Cat1 and Cat2 be categories. A covariant functor A : Cat1 → Cat2

consists of the map A : ObjCat1 → ObjCat2 and maps A : MorCat1(A,B) →
MorCat2

(
A(A),A(B)

)
for any two objects A,B ∈ ObjCat1 such that

(i) the composition is preserved, that is for all objects A,B,C ∈ ObjCat1 and

for any morphisms ψ ∈ MorCat1(A,B) and φ ∈ MorCat1(B,C) it holds

A(φ ◦ ψ) = A(φ) ◦ A(ψ) , (2.35)

(ii) A maps identities to identities, that is for any object A ∈ ObjCat1 it holds

A(idA) = idA(A) . (2.36)

2.5 Sign conventions

At certain points throughout this chapter we have had a freedom of choice regarding

the signs of some entities, in particular the sign of the signature of the Lorentzian

metric g and that of the interior derivative δ. Though at this stage the choice can be

made arbitrarily, we want to make it in a way that in the end allows us to make certain

physical interpretations on some parameters. More precisely, we want to interpret the

parameter m of the Klein-Gordon equation11 (�+m2)f = 0 for a zero-form f ∈ Ω0(M)

as a mass in the physical sense. With the chosen sign convention for δ we find, using

δf = 0:

�f = (δd+ dδ)f

= δdf

= −∇µ∇µf . (2.37)

In the following heuristic (local) argument we see

� +m2 = −∇µ∇µ +m2

∼ ∂2
t +

∑
i

∂2
i +m2

∼ −E2 + |p|2 +m2 (2.38)

11or its generalization on p-forms
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which yields the correct relativistic relation of energy, momentum and mass according

to E2 = |p|2+m2. A similar calculation holds for the Klein-Gordon operator generalized

to act on one-forms. If we had found a “wrong” relation between energy, momentum

and mass, we would have had to adapt the chosen signs. Usually one chooses the sign of

the metric and the interior derivative such that they are in some sense mathematically

convenient (although one might disagree with another one’s choice). We have made the

choice of the metric, such that the Cauchy surfaces become Riemannian rather that

“anti-Riemannian” (with an all minus signature), which seems more natural to some.

Also, a lot of the used references on spacetime geometry (in particular the book by Wald

[52]) use this sign convention, which makes the application of certain formulas easier.

As mentioned, the sign of the interior derivative was chosen such that it is formally

adjoint to the exterior derivative (with respect the specified inner product) on all

Lorentzian and Riemannian manifolds. It seemed convenient for the actual calculations

to fix the sign regardless of the signature of the metric of the underlying manifold. One

could equivalently have fixed the opposite sign, yielding the two derivatives to be skew-

adjoint, which is also done in the literature. However, in the end, one has one freedom

left to make the energy-momentum-mass relation work: that is the sign in front of the

mass in the Klein-Gordon equation and all other wave equations accordingly. Hence,

one regularly also finds the Klein-Gordon equation to be defined with a flipped sign of

the mass term. But for our case, we want the mass m in any wave equation to appear

with a positive sign.
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In this chapter we will examine Proca’s equation at a classical level in an arbitrary

globally hyperbolic spacetime. Using differential forms, the formulation will be mostly

coordinate independent. The goal is to find a solution to Proca’s equation, including

external classical sources and without restrictive assumptions on the topology of the

spacetime, in terms of fundamental solutions of the Proca operator. Already at this

classical stage we will emphasize on similarities and, partially crucial, differences of

Proca’s equation and Maxwell’s equations.

We will start by finding the equations of motion from the Lagrangian12. In order to

solve the equations of motion, it is then crucial to decompose the equations in a set of

a hyperbolic differential equation and a constraint. After discussing the initial value

problem in detail, we will determine the solution of the equations of motion of the

Proca field in terms of fundamental solutions of the Proca operator. Having found

solutions to the classical Proca equation, we will investigate the classical zero mass

limit as it will be the basis of understanding the according limit in the quantum case.

In the following, let (M, g) denote a globally hyperbolic four dimensional spacetime,

consisting of a smooth manifold M, assumed to be Hausdorff, connected, oriented,

time-oriented and para-compact, and a Lorentzian metric g, whose signature is chosen

to be (−,+,+,+). The Cauchy surface of the spacetime is denoted by Σ, with an

induced Riemannian metric h. The Levi-Civita connection on (M, g) will as usual be

denoted by ∇, the one on Σ by ∇(Σ).

3.1 Deriving the equations of motion of the Proca field from the

Lagrangian

Let A, j ∈ Ω1(M) be smooth one-forms onM, j ∈ Ω1(M) a external source and m > 0

a positive constant. We will call A the vector potential, m the mass and j denotes an

external current. The Lagrangian of the Proca field reads:

L = −1

2
dA ∧ ∗dA+ A ∧ ∗j − 1

2
m2A ∧ ∗A . (3.1)

12We could equivalently start by imposing the equations of motion directly, but the Lagrangian yields
a more familiar comparison to the Maxwell field.
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In local coordinates this can equivalently be expressed, defining the field-strength tensor

F = dA, as:

L =

(
−1

4
Fαβ F

αβ + Aµj
µ − 1

2
m2AνA

ν

)
dvolg . (3.2)

At this stage, the similarity to the Lagrangian of the Maxwell field is obvious. Setting

m = 0 in the Proca Lagrangian13 yields the Maxwell Lagrangian, that is, the Maxwell

field is a massless Proca field. The Euler-Lagrange-equations for a Lagrangian depend-

ing only on the field and the field’s first derivative, L = L(Aµ, ∂νAµ), are:

0 =
∂L
∂Aµ

− ∂ν
∂L

∂(∂νAµ)
. (3.3)

In local coordinates the first summand of the Euler-Lagrange-equations is easily ob-

tained from equation (3.2):

∂L
∂Aµ

= jµ −m2Aµ . (3.4)

The second term is most easily calculated using the coordinate representation of Fαβ =

2∇[αAβ] = ∂αAβ−∂βAα (all curvature dependent terms drop out due to the symmetry

of the Christoffel symbol in it’s lower two indices):

∂L
∂(∂νAµ)

=− ∂

∂(∂νAµ)

(
1

4
(∂αAβ − ∂βAα)

(
∂αAβ − ∂βAα

))
=− 1

4

( (
δναδ

µ
β − δ

ν
βδ

µ
α

)
Fαβ + Fαβ

(
gναgµβ − gνβgµα

) )
=− 1

4
4F νµ = −F νµ (3.5)

In that last step we have used the anti-symmetry of the two-form F , that is, in local

coordinates Fαβ = −Fβα . Combining the two results we obtain the equations of motion

of the Proca field:

0 = jµ −m2Aµ + ∂νF
νµ

⇐⇒ 0 = jµ −m2Aµ + ∂νFνµ . (3.6)

Going back to an coordinate independent description, identifying ∂νFνµ = −(δF )µ =

−(δdA)µ, we have found Proca’s equation for a smooth one-form A on a curved space-

time:

13Even though we defined the Proca Lagrangian for non-zero masses only, at this stage setting m = 0
is not a problem. The restriction to strictly positive masses becomes important later.
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3.2 Solving Proca’s equation

Definition 3.1 (Proca’s equation)

For smooth one-forms A, j ∈ Ω1(M) and constant m > 0, the Proca equation

reads:

(
δd+m2

)
A = j . (3.7)

Accordingly, the Proca operator is defined by (δd+m2). Again, settingm = 0 in Proca’s

equation yields the (homogeneous) Maxwell equations. It is worth noting that, unlike

Maxwell’s equation, the Proca equation does not posses a gauge symmetry. In the

Maxwell case, two one-forms A,A′ that differ by an exact form, that is, A′ = A + dχ

for some zero-form χ, yield the same equation of motion; if A solves the Maxwell

equation, so does A′:

δdA′ = δd(A+ dχ) = δdA = j , (3.8)

using the defining property d2 = 0 of the exterior derivative. In the Proca case no

such symmetry has to be accommodated when finding a solution to the equations of

motion.

3.2 Solving Proca’s equation

The goal of this section is to find a solution to Proca’s equation (3.7) on an arbitrary

globally hyperbolic curved spacetime. The procedure presented in this section is a

generalization of [27], where Furlani tackles the same problem but with some topological

restrictions on the manifold (he supposes the Cauchy surface to be compact) and

excluding external sources. Most of the notation used in this chapter is adopted from

Furlani based on previous work by Dimock [20].

The problem that one encounters when trying to solve Proca’s equation in curved

spacetimes is that the Proca operator is not normally hyperbolic14. For non normally

hyperbolic operators, we do not know a priori of the existence fundamental solutions or

if the initial value problem is even well posed. Fortunately, we are able to decompose

Proca’s equation into a normally hyperbolic second order partial differential equation

and a constraint. For the normally hyperbolic equation on a globally hyperbolic space-

time, we have a well understood theory at our disposal that ensures in particular the

well-posedness of the initial value problem, the existence and uniqueness of a solution

to the differential equation and the existence and uniqueness of fundamental solutions

14For the definition of normally hyperbolic operators see Section 2.2.
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to the differential operator. Finally, it turns out that the Proca operator is Green-

hyperbolic, that is, it possesses unique advanced and retarded fundamental solutions.

We will start with decomposing Proca’s equation, which is stated in the following

lemma:

Lemma 3.2

Let A, j ∈ Ω1(M) be one-forms on the manifoldM and let m > 0 be a positive

constant. Then Proca’s equation is equivalent to a set of equations consisting

of a wave equation and a constraint. That is:

(δd+m2)A = j ⇐⇒


(
� +m2

)
A = j +

1

m2
dδj (3.9a)

δA =
1

m2
δj (3.9b)

Proof: 1.) ⇒ - direction: Let A, j ∈ Ω1(M) and let A satisfy Proca’s equation with

m > 0. We obtain the constraint (3.9b) of the lemma by applying δ to Proca’s equation

and using δ2 = 0:

(δd+m2)A = j

=⇒ δ(m2A) = δj

⇐⇒ δA =
1

m2
δj . (3.10)

By adding 0 = d(0) = d(δA − 1
m2 δj) = dδA − 1

m2dδj to Proca’s equation one obtains

the wave equation (3.9a) of the lemma:

j = (δd+m2)A

= (δd+ dδ +m2)A− 1

m2
dδj

⇐⇒ (� +m2)A = j +
1

m2
dδj , (3.11)

which completes the first direction of the proof.

2.) ⇐ - direction: Let A, j ∈ Ω1(M) and let A satisfy the wave equation (3.9a) of the

lemma:

(� +m2)A = j +
1

m2
dδj . (3.12)
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3.2 Solving Proca’s equation

Inserting the constraint (3.9b) into the wave equation we obtain

(δd+ dδ +m2)A = j +
1

m2
dδj

=⇒ (δd+m2)A+
1

m2
dδj = j +

1

m2
dδj

⇐⇒ (δd+m2)A = j , (3.13)

which completes the proof. �

As argued in Section 2.5, the positive sign of the mass term in the wave equation (3.9a)

is consistent with our conventions. Before we proceed with solving Proca’s equation,

the above lemma allows for a another brief comparison of Maxwell’s and Proca’s theory.

It is well known that the Maxwell field possesses two independent degrees of freedom,

known as the two independent polarization modes of the electromagnetic field. Starting

with four independent components of the vector potential A one reduces the degrees

of freedom to three by implementing the Lorenz constraint δA = 0. One can show

that this does not completely fix the gauge of the theory: As presented in the previous

section, Maxwell’s theory is independent of a gauge by exact forms15, that is, it is

independent of the transformation A → A + dχ for some zero-form χ. Therefore, the

exterior derivative transforms as δA → δA + δdχ = δA + �χ as for every zero form

it holds δχ = 0. So the Lorenz constraint does not fix the gauge completely, as the

theory is gauge invariant under addition of χ fulfilling the wave equation �χ = 0.

One can therefore further reduce the degrees of freedom to two. In an appropriate

reference frame, the remaining polarization modes will be transversal. As shown in

the above lemma, in the Proca case one also has a Lorenz constraint (3.9b) to solve,

quite similar to the Lorenz constraint in Maxwell’s theory, but no gauge equivalence

relation to accommodate. Therefore, the Proca field has three independent polarization

modes, which, in an appropriate reference frame, consist of two transversal and one

longitudinal mode.

The procedure to solve Proca’s equation is as follows: we have already successfully

decomposed the equation into a wave equation with external sources and a Lorenz

constraint. Next we will solve the wave equation in terms of fundamental solutions

and then restrict the initial data in such a way that the constraint (3.9b) of Lemma

3.2 is also fulfilled. This will work as follows: Assume A ∈ Ω1(M) solves the wave

15We will briefly discuss the different possibilities of choices of gauge of Maxwell’s theory in manifolds
with non-trivial topology at the end of Section 3.3.1.
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equation, (� +m2)A = j + 1
m2dδj. Now, we observe

(� +m2)δA = δ(� +m2)A

= δ

(
j +

1

m2
dδj

)
= δj +

1

m2
δdδj +

1

m2
dδδj

= (� +m2)

(
1

m2
δj

)
⇐⇒ 0 = (� +m2)

(
δA− 1

m2
δj

)
, (3.14)

where again we have used δ2 = 0. The solution to the wave equation for A therefore

yields a Klein-Gordon equation for (δA− 1
m2 δj). Imposing initial data of (δA− 1

m2 δj)

with respect to the Klein-Gordon equation that vanish on the Cauchy surface Σ implies

a globally vanishing solution to the Klein-Gordon equation16 (3.14) which is equivalent

to A globally fulfilling the Lorenz constraint (3.9b). To obtain a more self contained

result, we then will re-express the vanishing initial data of (δA − 1
m2 δj) with respect

to the Klein-Gordon equation in terms of initial data of A with respect to the wave

equation.

In conclusion: instead of globally constraining δA = 1
m2 δj for a solution A of the wave

equation (3.9a) one can equivalently state vanishing initial data of (δA − 1
m2 δj) on

the Cauchy surface Σ (with respect to a Klein-Gordan equation (3.14)) and restrict

the initial data of A (with respect to the wave equation (3.9a)), such that they are

compatible with the vanishing initial data of
(
δA− 1

m2 δj
)
.

16Note that for any normally hyperbolic operator acting on sections of a vector bundle over a globally
hyperbolic Lorentzian manifold, specifying vanishing initial data on a Cauchy surface yields a glob-
ally vanishing solution to the corresponding homogeneous differential equation (see [6, Corollary
3.2.4]).
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3.2 Solving Proca’s equation

3.2.1 Solving the wave equation

Before solving the wave equation it is useful to define some operators, which will map

a one-form A ∈ Ω1(M) to its initial data on Σ with respect to the wave equation. In

this form, these operators were first introduced by Dimock [20] but are also used by

Furlani [27] and Pfenning [40], allowing for a direct comparison of the obtained results,

in particular when taking the zero mass limit.

Definition 3.3

Let i : Σ ↪→M the inclusion map of the Cauchy surface Σ with pullback i∗.

The operators ρ(0), ρ(d) : Ω1(M) → Ω1(Σ) and ρ(n), ρ(δ) : Ω1(M) → Ω0(Σ) are

defined as:

ρ(0) = i∗ pullback, (3.15a)

ρ(d) = − ∗(Σ) i
∗ ∗ d forward normal derivative, (3.15b)

ρ(δ) = i∗δ pullback of the divergence, (3.15c)

ρ(n) = − ∗(Σ) i
∗∗ forward normal. (3.15d)

These operators can be extended to act on arbitrary p-forms, as will be important

when we will deal with the constraint (3.9b). As we will see, the operators ρ(·) not only

map a one-form to its initial data with respect to the wave equation, but also map a

zero-form to its initial data with respect to the Klein-Gordon equation. This will allow

us to elegantly re-express the vanishing initial data of the constraint as mentioned in

the previous section. But first, we define a set of differential forms on Σ, which will

turn out to be equivalent to the initial data of a solution A to the wave equation.

Definition 3.4

Let A ∈ Ω1(M) be a one-form onM. The differential forms A(0), A(d) ∈ Ω1(Σ)

and A(n), A(δ) ∈ Ω0(Σ) are defined as:

A(0) = ρ(0)A , (3.16a)

A(d) = ρ(d)A , (3.16b)

A(n) = ρ(n)A , (3.16c)

A(δ) = ρ(δ)A . (3.16d)

Specifying these p-forms is equivalent to imposing the initial data Aµ and nα∇αAµ on

the Cauchy surface Σ with future pointing unit normal vector field n ∈ Γ(TM) (see
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3 The Classical Problem

[27, Chapter III]). Therefore, in the following we will view A(0), A(d), A(n), A(δ) as the

initial data of A with respect to the wave equation (3.9a).

The main key to finding a solution to the wave equation is the following lemma.

Lemma 3.5

Let A ∈ Ω1(M) be a one-form, F ∈ Ω1
0(M) a test one-form and m ≥ 0. Let Σ

denote a Cauchy surface of M with causal future/past Σ± := J±(Σ). Then it

holds∫
Σ±

[
A ∧ ∗

(
� +m2

)
F − F ∧ ∗

(
� +m2

)
A
]

(3.17)

= ±
{
〈A(0), ρ(d)F 〉Σ + 〈A(δ), ρ(n)F 〉Σ − 〈A(n), ρ(δ)F 〉Σ − 〈A(d), ρ(0)F 〉Σ

}
.

Proof: The proof is based on a proof outline from [27, Appendix A]. We start with

Stoke’s theorem for a (p + 1)-dimensional sub-manifold O ⊂ M with boundary ∂O.

Let i : ∂O ↪→ O be the inclusion operator. Then for any compactly supported p-form

ω ∈ Ωp
0(M) it holds that (see Theorem 2.11)∫

O

dω =

∫
∂O

i∗ω . (3.18)

Let A ∈ Ω1(M) and F ∈ Ω1
0(M). We define the compactly supported three-forms

H ′ = δF ∧ ∗A− δA ∧ ∗F (3.19a)

H ′′ = A ∧ ∗dF − F ∧ ∗dA (3.19b)

H = H ′ −H ′′ . (3.19c)

We will apply Stoke’s theorem to the three-form H. For that we first need to calculate

dH:

dH = d
(
δF ∧ ∗A− δA ∧ ∗F

)
− d
(
A ∧ ∗dF − F ∧ ∗dA

)
= dδF ∧ ∗A+ (−1)0δF ∧ d∗A− dδA ∧ ∗F − (−1)0δA ∧ d∗F

− dA ∧ ∗dF − (−1)1A ∧ (d∗dF ) + dF ∧ ∗dA+ (−1)1F ∧ d∗dA

= A ∧ ∗dδF + δF ∧ d∗A− F ∧ ∗dδA− δA ∧ d∗F

− dA ∧ ∗dF + A ∧ d∗dF + dF ∧ ∗dA− F ∧ d∗dA (3.20)
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3.2 Solving Proca’s equation

where we have used the linearity and graded Leibniz rule for the exterior derivative d,

and the property α ∧ ∗β = β ∧ ∗α of the wedge product and the Hodge star operator.

With this, the terms −dA ∧ ∗dF and dF ∧ ∗dA cancel. Next, we use that for the test

one-form F it holds that d∗dF = (−1)4∗∗d∗dF = ∗δdF and analogously for A. We

therefore get

dH = A ∧ ∗(dδF + δdF )− F ∧ ∗(dδA+ δdA)

+ δF ∧ d∗A− δA ∧ d∗F (3.21)

= A ∧ ∗�F − F ∧ ∗�A . (3.22)

We have used in the last step that

δF ∧ d∗A = δF ∧ ∗∗−1d∗A

= −δF ∧ ∗δA

= −δA ∧ ∗δF

= δA ∧ ∗∗−1d∗F

= δA ∧ d∗F , (3.23)

therefore the last two terms in equation (3.21) cancel. Furthermore we can add a

vanishing term 0 = A∧∗m2F −F ∧∗m2A to dH to find the wanted relation by Stoke’s

theorem:∫
O

A ∧ ∗(� +m2)F − F ∧ ∗(� +m2)A =

∫
∂O

i∗ (δF ∧ ∗A+ F ∧ ∗dA)

−
∫
∂O

i∗ (A ∧ ∗dF + δA ∧ ∗F ) (3.24)

Now, we specify O = Σ± −Σ⇒ ∂O = Σ and note that with respect to integration on

M, the Cauchy surfaces denotes a set of measure zero,
∫

Σ±−Σ
=
∫

Σ±
. Furthermore, for

Stoke’s theorem to hold, we need to choose a consistent orientation of the boundary

Σ with respect to Σ±. Following [52, Appendix B.2], the orientation of Σ± induces a

natural orientation on the boundary Σ. In the case of a Cauchy surface, coordinates in

the neighborhood can be parametrized by one parameter t such that xµ = (t, x1, x2, x3)

where xi are (right handed) coordinates on Σ. For Σ+ we get a right handed coordinate

system in the natural way. For Σ− we get a right handed system if we flip the orientation

of Σ, therefore we will get a relative sign for Stoke’s theorem applied to O = Σ−, where

we choose the natural standard orientation (induced by M) on Σ. Therefore, Stoke’s
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Theorem reads
∫

Σ±
dω = ±

∫
Σ
i∗ω. Specifying ω = H we find:∫

Σ±

A ∧ ∗(� +m2)F − F ∧ ∗(� +m2)A (3.25)

= ±

{∫
Σ

i∗δF ∧ i∗ ∗ A+

∫
Σ

i∗F ∧ i∗ ∗ dA

−
∫
Σ

i∗A ∧ i∗ ∗ dF −
∫
Σ

i∗δA ∧ i∗ ∗ F

}

= ±

{∫
Σ

ρ(δ)F ∧ ∗(Σ) ∗(Σ) i
∗ ∗ A+ ρ(0)F ∧ ∗(Σ) ∗(Σ) i

∗ ∗ dA

−
∫
Σ

A(0) ∧ ∗(Σ) ∗(Σ) i
∗ ∗ dF −

∫
Σ

A(δ) ∧ ∗(Σ) ∗(Σ) i
∗ ∗ F

}

= ±

{
−
∫
Σ

ρ(δ)F ∧ ∗(Σ)A(n) −
∫
Σ

ρ(0)F ∧ ∗(Σ)A(d)

+

∫
Σ

A(0) ∧ ∗(Σ)ρ(d)F +

∫
Σ

A(δ) ∧ ∗(Σ)ρ(n)F

}

= ±
{
〈A(0), ρ(d)F 〉Σ + 〈A(δ), ρ(n)F 〉Σ − 〈ρ(δ)F,A(n)〉Σ − 〈ρ(0)F,A(d)〉Σ

}
In the last steps we have made use of the Definitions 3.3 and 3.4. �

To write down a solution to the wave equation (3.9a) we need to introduce the notion of

fundamental solution of partial differential operators, in particular of the wave operator

and, later, the Proca operator.

Lemma 3.6 (Fundamental solutions of the wave operator)

Let m ≥ 0. The wave operator (� + m2) : Ωp(M) → Ωp(M) has unique

advanced (−) and retarded (+) fundamental solutions E±m : Ωp
0(M)→ Ωp(M),

which fulfill

E±m(� +m2) = 1 = (� +m2)E±m and (3.26a)

supp
(
E±mF

)
⊂ J±

(
supp (F )

)
, (3.26b)

where F ∈ Ωp
0(M) is a test p-form. Furthermore, the fundamental solutions
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3.2 Solving Proca’s equation

commute (or intertwine their action) with the exterior and interior derivative:

E±mδ = δE±m (3.27)

E±md = dE±m . (3.28)

The advanced minus retarded fundamental solution is denoted by

Em = E−m − E+
m . (3.29)

Proof: The properties (3.26b) and (3.26a) for the fundamental solutions for any nor-

mally hyperbolic operator acting on smooth sections in a vector bundle over a Lorentzian

manifold are proven in [6, Corollary 3.4.3]. We will here give a proof of the com-

mutation with the exterior and interior derivative: Let F ∈ Ωp
0(M) be a test p-

J+
(
supp (F )

)

J−
(
supp (F )

)

Σ+

Σ−

supp (F )supp (F )

Figure 3.1 Illustrating the setup of the proof of Lemma 3.6: The Cauchy surfaces Σ∓ are
chosen such that they have vanishing intersection with J±

(
supp (F )

)
and thus

(δE±m − E±mδ)F specifies vanishing initial data on the corresponding Cauchy
surface.

form and E±m the fundamental solutions to the wave operator (� + m2). Then, from

δ(� +m2) = (� +m2)δ it follows:

(� +m2)E±mδF = δF

= δ(� +m2)E±mF

= (� +m2)δE±mF

=⇒ (� +m2)(δE±m − E±mδ)F = 0 . (3.30)

33



3 The Classical Problem

Since derivatives do not enlarge the support of a function they are acting on, we know

supp
(
δE±mF

)
⊂ supp

(
E±mF

)
⊂ J±(supp (F )) and (3.31)

supp
(
E±mδF

)
⊂ J±(supp (δF )) ⊂ J±(supp (F )) . (3.32)

Now, on a Cauchy surface Σ∓ in the past/future of supp (F ) we specify initial data

of (δE±m − E±mδ)F with respect to the wave operator (� +m2) for the plus and minus

sign respectively. Because of the support property mentioned above, we know by

construction that these initial data vanish. This is also illustrated in Figure 3.1. With

respect to the homogeneous differential equation, specifying vanishing initial data on a

Cauchy surface yields a globally vanishing solution (c.f. [6, Corollary 3.2.4]), therefore

for all F ∈ Ωp
0(M) it holds

E±mδF = δE±mF . (3.33)

Since also the exterior derivative d does not extend the support of a function and

commutes with the wave operator (� + m2), the proof for the commutativity follows

in complete analogy. �

With the notion of the fundamental solutions we can state a solution to the wave

equation (3.9a) in form of the following theorem:

Theorem 3.7 (Solution to the wave equation)

Let A(0), A(d) ∈ Ω1(Σ) and A(n), A(δ) ∈ Ω0(Σ) specify initial data of the one-

form A ∈ Ω1(M) on the Cauchy surface Σ. Let F ∈ Ω1
0(M) be a test one-form

and κ ∈ Ω1(M) be an external source.

Then

〈A,F 〉M =
∑
±

〈E∓mF, κ〉Σ± + 〈A(0), ρ(d)EmF 〉Σ + 〈A(δ), ρ(n)EmF 〉Σ

− 〈A(n), ρ(δ)EmF 〉Σ − 〈A(d), ρ(0)EmF 〉Σ (3.34)

specifies the unique smooth solution of the wave equation (� + m2)A = κ,

where m ≥ 0, with the given initial data. Furthermore, the solution depends

continuously on the initial data.

Proof: The proof follows directly from Lemma 3.5 by adding the equations for the plus

and minus sign and specifying F ′ = E∓mF (even though, for a compactly supported one
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form F , F ′ does not have compact support, we will see below that the integrals are

still well defined and Lemma 3.5 is applicable):

1.) Let A ∈ Ω1(M) be a smooth solution to the wave equation (� + m2)A = κ and

F ′ ∈ Ω1(M) a test one-form. Then the LHS of equation (3.17) reads∫
Σ±

[
A ∧ ∗

(
� +m2

)
F ′ − F ′ ∧ ∗

(
� +m2

)
A
]

=

∫
Σ±

[
A ∧ ∗

(
� +m2

)
F ′ − F ′ ∧ ∗κ

]
=

∫
Σ±

[
A ∧ ∗

(
� +m2

)
E∓mF − E∓mF ∧ ∗κ

]
=

∫
Σ±

[
A ∧ ∗F − E∓mF ∧ ∗κ

]
, (3.35)

where we have substituted F ′ = E∓mF for the regions Σ± respectively, such that,

because supp (E∓mF ) ⊂ J∓
(
supp (F )

)
, supp (E∓mF ) ∩Σ± is compact and therefore the

integrals are well defined and Lemma 3.5 is indeed applicable17. If we now add the left

hand side equations for the plus and the minus sign respectively, we obtain

LHS+ + LHS− =

∫
Σ+

A ∧ ∗F −
∫

Σ+

E−mF ∧ ∗κ+

∫
Σ−

A ∧ ∗F −
∫

Σ−

E+
mF ∧ ∗κ

=

∫
M

A ∧ ∗F −
∑
±

∫
Σ±

E∓mF ∧ ∗κ . (3.36)

We have used that, with respect to an integration over the manifold M, the Cauchy

surface Σ denotes a set of zero measure and therefore it holds for any compactly

supported 4-form α ∫
M

α =

∫
Σ+

α +

∫
Σ−

α . (3.37)

2.) For the right hand side we identify Em = E−m − E+
m and directly obtain, after

summing the equations for the two signs:

RHS+ + RHS− = 〈A(0), ρ(d)EmF 〉Σ + 〈A(δ), ρ(n)EmF 〉Σ
− 〈A(n), ρ(δ)EmF 〉Σ − 〈A(d), ρ(0)EmF 〉Σ . (3.38)

Bringing the factor containing κ from the left to the right hand side one finds the

wanted relation. Uniqueness of the solution, in a distributional sense, and continuous

dependence on the initial data follows from [6, Theorem, 3.2.12] which is generalized

for non-compactly supported initial data in [46, Theorem 2.3]. �

17 We have also commented on this in the proof of Stoke’s Theorem 2.11.
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3.2.2 Implementing the Lorenz constraint

Now that we have found a solution to the wave equation (3.9a) we would like to restrict

the initial data, such that the Lorenz constraint (3.9b) is fulfilled and we therefore have

a solution to Proca’s equation. Again, we do this by restricting the initial data of A

such that (δA − 1
m2 δj) has vanishing initial data on a Cauchy surface Σ. It is useful

to express the initial data of the zero-form (δA− 1
m2 δj) in terms of the operators ρ(·).

For that we need to extend these operators to act on zero-forms. By using the same

Definition 3.3 but letting the operators act on zero-forms we find that:

Lemma 3.8

Let Σ be a Cauchy surface with unit normal vector field n. For any smooth

zero-form f ∈ Ω0(M) it holds that

ρ(n)f = 0 , (3.39a)

ρ(δ)f = 0 , (3.39b)

ρ(0)f = f
∣∣
Σ
, (3.39c)

ρ(d)f = (df)(n)
∣∣
Σ

= (nα∇αf)
∣∣
Σ
. (3.39d)

Therefore, with respect to the Klein Gordon equation, ρ(0)f and ρ(d)f specify

initial data on Σ.

Proof: 1.) We begin with the first equation and chose local coordinates such that the

natural inclusion i : Σ ↪→M maps i : (x) 7→ (0,x). In those coordinates the pullback

of a p-form T is given by i∗
(
Tα1...αp

)
= Ta1...ap

, where as usual Greek letters take

values in {0, 1, 2, 3} and Latin letters in {1, 2, 3}. From this we find

ρ(n)f = − ∗(Σ) i
∗ ∗ f

= − ∗(Σ) i
∗
(√∣∣gµν ∣∣ f εαβγδ dxα ⊗ dxβ ⊗ dxγ ⊗ dxδ)

= ∗(Σ)

√∣∣gµν ∣∣ f εijkl dxi ⊗ dxj ⊗ dxk ⊗ dxl︸ ︷︷ ︸
=0

= 0 . (3.40)

2.) The second equation follows from, using that for any zero-form f it holds δf = 0,

ρ(δ)f = i∗δf

= 0 . (3.41)
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3.2 Solving Proca’s equation

3.) It follows directly from the definition of ρ(0) and the inclusion operator i that

ρ(0)f = i∗f = f
∣∣
Σ
. (3.42)

4.) The action of ρ(d) on a zero form f is equivalent to the action of ρ(n) on the one

form df . For any one-form A, the action of ρ(n) is shown by Furlani [27, Appendix A]

to be ρ(n)A = nαAα. Therefore, we find:

ρ(d)f = − ∗(Σ) i
∗∗(df)

= ρ(n)df

= nα(df)α

= nα∇αf . (3.43)

�

In this section we need to introduce some additional properties regarding the properties

of the normal vector field n of the Cauchy surface Σ.

Lemma 3.9 (Gaussian Coordinates)

Let Σ be a Cauchy surface of M with future pointing unit normal vector field

n. We can extend n to a neighborhood of Σ such that the following holds:

nα∇αn
β = 0 , (3.44)

dn = 2∇[µnν] = 0 . (3.45)

Proof: An introduction to Gaussian (normal) coordinates is for example given in [52,

pp. 42,43] or [15, pp. 445,446] where equation (3.44) is shown to hold by construction.

Equation (3.45) can be derived by using Frobenius’ theorem (see for example [52,

Theorem B.3.1 and B.3.2]) as argued in [46, Section 2.3.2 Equation 5]. �

With this normal vector field we can write the metric g of the spacetime M in a

neighborhood of the Cauchy surface as (see [52, Equation 10.2.10])

gµν = −nµnν + hµν , (3.46)

where h denotes the induced metric on Σ. Having introduced this notion, we can state

the final result of this chapter with the following theorem:
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3 The Classical Problem

Theorem 3.10 (Solution of Proca’s equation - constrained version)

Let A(0), A(d) ∈ Ω1(Σ) and A(n), A(δ) ∈ Ω0(Σ) specify initial data on the Cauchy

surface Σ. Let F ∈ Ω1
0(M) be a test one-form, j ∈ Ω1(M) an external source

and m > 0 a positive constant.

Restrict the initial data by specifying

A(δ) =
1

m2
ρ(δ)j (3.47a)

m2A(n) − δ(Σ)A(d) = ρ(n)j . (3.47b)

Then

〈A,F 〉M =
∑
±

〈j +
1

m2
dδj, E∓mF 〉Σ± + 〈A(0), ρ(d)EmF 〉Σ + 〈A(δ), ρ(n)EmF 〉Σ

− 〈A(n), ρ(δ)EmF 〉Σ − 〈A(d), ρ(0)EmF 〉Σ
(3.48)

specifies the unique smooth solution of Proca’s equation (δd+m2)A = j with

the given initial data. Furthermore, the solution depends continuously on the

initial data.

Proof: From Theorem 3.7 we know that equation (3.48) specifies the unique smooth

solution to the wave equation (3.9a). We are left with showing that the specified

constraints on the initial data are equivalent to the vanishing initial data of (δA− 1
m2 δj)

on the Cauchy surface which, as we have seen, is equivalent to the constraint (3.9b).

We have to look at the initial data with respect to the Klein-Gordon equation as stated

in Lemma 3.8. In the following, i : Σ ↪→M denotes again the inclusion operator.

1.) The vanishing of initial value yields

0 = ρ(0)

(
δA− 1

m2
δj

)
= i∗δA− 1

m2
i∗δj

= ρ(δ)A−
1

m2
ρ(δ)j

⇔ A(δ) =
1

m2
ρ(δ)j . (3.49)

We have used the linearity of the pullback and Definition 3.3 of the initial data mapping

operator ρ(δ).
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3.2 Solving Proca’s equation

2.) We will calculate the vanishing of the normal derivative in Gaussian normal coor-

dinates and in the end turn back to a coordinate independent notation:

0 = ρ(d)

(
δA− 1

m2
δj

)
= ρ(d)δA−

1

m2
ρ(d)δj

=
[
nα∇αδA

]∣∣∣
Σ
− 1

m2
ρ(d)δj . (3.50)

We will take a separate look at the first summand:

nα∇αδA = nα (dδA)α

= nα�Aα − nβ (δdA)β

= nακα −m2 nµAµ + nβ∇ν∇[νAβ]

= nακα −m2 nµAµ +∇ν
(
nβ∇[νAβ]

)
, (3.51)

where we have used that
(
∇νnβ

) (
∇[νAβ]

)
= 0, since from Lemma 3.9 we know that

∇νnβ is symmetric, and every contraction of a fully symmetric with a fully antisym-

metric tensor vanishes. Next we express the metric g as gµν = −nµnν + hµν and use

the expansion of the normal vectors as geodesics as stated in Lemma 3.9. Therefore

we further find:

nα∇αδA = nακα −m2 nµAµ + gσν∇σ

(
nβ∇[νAβ]

)
= nακα −m2 nµAµ + (−nσnν + hσν)∇σ

(
nβ∇[νAβ]

)
= nακα −m2 nµAµ +∇ν

(Σ)

(
nβ∇[νAβ]

)
. (3.52)

Here we have made use of the identification hσν∇σBµ = ∇ν
(Σ)Bµ for any one-form B

(see [52, Lemma 10.2.1]). Now, we can identify nβ∇[νAβ] = −nβ∇[βAν] = −A(d)ν and

use the local coordinate representation of the exterior derivative of a one-form B on

the Cauchy surface Σ, δ(Σ)B = −∇α
(Σ)Bα, and finally obtain

nα∇αδA = nακα −m2 nµAµ +∇ν
(Σ)

(
nβ∇[νAβ]

)
= ρ(n)κ−m2A(n) + δ(Σ)A(d) . (3.53)

In the last step we have taken the restriction to the Cauchy surface, as we are interested

in the initial data on the Cauchy surface. Now, looking back at the normal derivative
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3 The Classical Problem

(3.50) and inserting the definition of the source term κ = j + 1
m2dδj, we find

m2A(n) − δ(Σ)A(d) = ρ(n)κ−
1

m2
ρ(d)δj

= ρ(n)j +
1

m2
ρ(n)dδj −

1

m2
ρ(d)δj

= ρ(n)j , (3.54)

since for any p-form B it holds by definition ρ(n)dB = ρ(d)B.

By Lemma 3.2 we have thus found the solution of Proca’s equation. �

For further calculations it is useful to develop an unconstrained solution to Proca’s

equation from the previous theorem. Basically, instead of considering the full space

of initial data for the solution and constraining them, we just take initial data living

in a subspace of all initial data and change the dependency of the solution on the

data in such a way that this subspace automatically solves the constraints. Before we

state that theorem, we need to introduce fundamental solutions for the Proca operator

δd + m2 and relate them to the fundamental solutions of the wave operator that we

have encountered so far.

Lemma 3.11 (Fundamental solutions of the Proca operator)

The Proca operator (δd + m2) : Ωp(M) → Ωp(M), for m > 0, has unique

advanced (−) and retarded (+) fundamental solutions G±m : Ωp
0(M)→ Ωp(M)

that are given by

G±m =

(
dδ

m2
+ 1

)
E±m , (3.55)

where E±m are the advanced and retarded fundamental solutions to the wave

operator (� +m2).

They fulfill the properties

G±m(δd+m2) = 1 = (δd+m2)G±m and (3.56a)

supp
(
G±mF

)
⊂ J±supp (F ) . (3.56b)

The advanced minus retarded fundamental solution is denoted by

Gm = G−m −G+
m . (3.57)

Proof: First note that existence of G±m follows from existence of E±m as stated in Lemma
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3.2 Solving Proca’s equation

3.6. The quasi inverse property is easily proven by using δ2 = 0 = d2 and the properties

for the fundamental solutions E±m as stated in Lemma 3.6. Let F ∈ Ωp
0(M), then

(δd+m2)G±mF = (δd+m2)

(
dδ

m2
+ 1

)
E±mF

= (δd+ dδ +m2)E±mF

= F (3.58)

and

G±m(δd+m2)F =

(
dδ

m2
+ 1

)
E±m(δd+m2)F

=

(
dδ

m2
+ 1

)
(δd+m2)E±mF

= (δd+ dδ +m2)E±mF

= F . (3.59)

The support property follows directly from the support property of the fundamental

solutions to (� + m2) as stated in Lemma 3.6. Again, we use that derivatives do not

increase the support of a function. Therefore:

supp
(
G±mF

)
= supp

((
dδ

m2
+ 1

)
E±mF

)
⊂ supp

(
E±mF

)
⊂ J±(supp (F )) . (3.60)

For the proof of uniqueness, let G±m and G′±m denote two fundamental solutions to the

Proca operator. Let F ∈ Ωp
0(M) and define A± = (G±m −G′±m )F . Then:

(δd+m2)A± = 0

=⇒ δA± = 0

=⇒ (� +m2)A± = 0. (3.61)

Since supp (A±) ⊂ J±(supp (F )), we know that initial data of A± vanishes on every

Cauchy surface in the past/future of supp (F ) for the +/− sign respectively. By the

same argument as used in the proof of Lemma 3.6, we find a globally vanishing solution

(again, see [6, Corollary 3.2.4]), that is,

A± = 0

=⇒ G±m = G′±m , (3.62)
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3 The Classical Problem

since F is arbitrary. This completes the proof. �

Now we are ready to state the final, unconstrained version of the solution of Proca’s

equation.This following theorem will by the cornerstone of the calculations in the next

chapter:

Theorem 3.12 (Solution of Proca’s equation - unconstrained version)

Let A(0), A(d) ∈ Ω1(Σ) specify a subset of initial data on the Cauchy surface Σ.

Let F ∈ Ω1
0(M) be a test one-form, j ∈ Ω1(M) an external source and m > 0

a positive constant. Then

〈A,F 〉M =
∑
±

〈j, G∓mF 〉Σ± + 〈A(0), ρ(d)GmF 〉Σ − 〈A(d), ρ(0)GmF 〉Σ (3.63)

specifies the unique smooth solution of Proca’s equation (δd+m2)A = j with

the given subset of initial data. Furthermore, the solution depends continuously

on the initial data.

Proof: The theorem follows from Theorem 3.10 by inserting the constraints (3.47) into

the expression (3.48). We find

〈A,F 〉M =
∑
±

〈j +
1

m2
dδj, E∓mF 〉Σ± + 〈A(0), ρ(d)EmF 〉Σ +

1

m2
〈ρ(δ)j, ρ(n)EmF 〉Σ

− 〈 1

m2
δ(Σ)A(d), ρ(δ)EmF 〉Σ −

1

m2
〈ρ(n)j, ρ(δ)EmF 〉Σ − 〈A(d), ρ(0)EmF 〉Σ .

(3.64)

Now, for clarity’s sake, we take a look at the appearing terms separately:

1.) To get rid of the appearing divergence of A(d), we use some basic identities, that

is, in particular the formal adjointness of δ and d and the commutativity of d with the

pullback i∗:

〈δ(Σ)A(d), ρ(δ)EmF 〉Σ =〈A(d), d(Σ)ρ(δ)EmF 〉Σ
=〈A(d), d(Σ)i

∗δEmF 〉Σ
=〈A(d), i

∗dδEmF 〉Σ
=〈A(d), ρ(0)dδEmF 〉Σ , (3.65)

which, together with 〈A(d), ρ(0)EmF 〉Σ, combines to 〈A(d), ρ(0)

(
dδ
m2 + 1

)
EmF 〉Σ.
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3.2 Solving Proca’s equation

2.) Next, we have a look at a part of the sum term and use Stoke’s theorem (again,

we get a sign due to the orientation of Σ with respect to Σ±) for a formal partial

integration, at the cost of some boundary terms:

∑
±

〈dδj, E∓mF 〉Σ± =
∑
±

∫
Σ±

(
dδj ∧ ∗E∓mF

)
=
∑
±

∫
Σ±

{
d
(
δj ∧ ∗E∓mF

)
− δj ∧ d∗E∓mF

}

=
∑
±


∫

Σ±

d
(
δj ∧ ∗E∓mF

)
+

∫
Σ±

δj ∧ ∗∗d∗E∓mF


=
∑
±

±
∫
Σ

i∗
(
δj ∧ ∗E∓mF

)
+

∫
Σ±

δj ∧ ∗δE∓mF


=
∑
±

±
∫
Σ

i∗
(
δj ∧ ∗E∓mF

)
+

∫
Σ±

δE∓mF ∧ ∗∗d∗j


=
∑
±

±
∫
Σ

i∗
(
δj ∧ ∗E∓mF

)
−
∫

Σ±

δE∓mF ∧ d∗j


=
∑
±

±
∫
Σ

i∗
(
δj ∧ ∗E∓mF

)
−
∫

Σ±

(
d
(
δE∓mF ∧ ∗j

)
− dδE∓mF ∧ ∗j

)
=
∑
±

±
∫
Σ

i∗
(
δj ∧ ∗E∓mF

)
∓
∫
Σ

i∗
(
δE∓mF ∧ ∗j

)
+

∫
Σ±

j ∧ ∗dδE∓mF


=
∑
±

〈j, dδE∓mF 〉Σ± +

∫
Σ

i∗(δj ∧ ∗EmF )−
∫
Σ

i∗(j ∧ ∗δEmF ) (3.66)

Lastly, we will see that the remaining source dependent terms of (3.64) will cancel with

the boundary terms obtained from partial integration above:

〈ρ(δ)j, ρ(n)EmF 〉Σ − 〈ρ(n)j, ρ(δ)EmF 〉Σ
= −〈i∗δj, ∗(Σ)i

∗∗EmF 〉Σ + 〈∗(Σ)i
∗∗j, i∗δEmF 〉Σ

= −
∫
Σ

i∗δj ∧ ∗(Σ)∗(Σ)i
∗∗EmF +

∫
Σ

i∗δEmF ∧ ∗(Σ)∗(Σ)i
∗∗j

= −
∫
Σ

i∗(δj ∧ ∗EmF ) +

∫
Σ

i∗(δEmF ∧ ∗j) . (3.67)

These terms cancel out the boundary terms in (3.66) (note that all of them have a

prefactor 1
m2 that was not carried along the calculation for simplicity). Therefore, we
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obtain the result

〈A,F 〉M =
∑
±

〈j,
(
dδ

m2
+ 1

)
E∓mF 〉Σ± + 〈A(0), ρ(d)EmF 〉Σ

− 〈A(d), ρ(0)

(
dδ

m2
+ 1

)
EmF 〉Σ . (3.68)

Now, to complete the proof, we make use of the identity Gm =
(
dδ
m2 + 1

)
Em, see Lemma

3.11, and a simple calculation additionally gives, using d2 = 0:

ρ(d)Gm = −∗(Σ)i
∗∗d
(
dδ

m2
+ 1

)
Em = −∗(Σ)i

∗∗Em = ρ(d)Em , (3.69)

which completes the proof. �

At this stage, one might wonder how this result compares to the discussed fact that

the Proca field only possesses three independent degrees of freedom as discussed at

the beginning in Section 3.2. In the formalism that we work with, the counting of

degrees of freedom is a bit subtle. We have started with a solution to a wave equation,

clearly possessing four independent degrees of freedom expressed in the initial data

formulation by A(0), A(d), A(δ) and A(n). To obtain a solution to Proca’s equation,

we have implemented a Lorenz constraint by restricting the initial data. In the last

step, concluding in Theorem 3.12, we have effectively eliminated the initial zero-forms

A(δ) and A(n) on the Cauchy surface Σ. But those two zero forms can be viewed as

initial data to a scalar Klein-Gordon field! In that sense, we have eliminated one scalar

degree of freedom, and are left with the “correct” three independent degrees of freedom

in Proca’s theory.

3.3 The zero mass limit

As a basis for understanding the zero mass limit in the quantum case, we will now

investigate the corresponding classical limit. The question is for which test one-forms

the zero mass limit of distributional solutions to the Proca equation exists, or more

precisely:

Let Am be a solution to the Proca equation with mass m,

and A(0), A(d) ∈ Ω1(Σ) its initial data.

For which F ∈ Ω1
0(M), if any, does the limit

lim
m→0+

〈Am, F 〉M = lim
m→0+

(∑
±
〈j, G∓mF 〉Σ± + 〈A(0), ρ(d)GmF 〉Σ−〈A(d), ρ(0)GmF 〉Σ

)
exist?

We have used the explicit form of distributional solutions to the Proca equation as

presented in Theorem 3.12. Before we can answer this question, we need to make an
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3.3 The zero mass limit

assumption regarding the continuity of the propagators of the Proca operator with

respect to the mass. As we have specified the propagator for the Proca operator in

terms of the propagator of the Klein-Gordon operator, we will state it in the following

way:

Assumption 3.13

Let m ≥ 0 and E±m the fundamental solutions to the Klein-Gordon operator

(δd+ dδ +m2). Then, for a fixed F ∈ Ω1
0(M),

m 7→ E±mF (3.70)

is continuous. Therefore

m 7→ EmF (3.71)

is continuous and

lim
m→0+

E±mF = E±0 F and (3.72)

lim
m→0+

EmF = E0F . (3.73)

This assumption remains unproven in the context of this thesis. With this, continuity

of GmF for a fixed test one-form F follows directly for m > 0. Using the assumption,

we can now investigate the zero mass limit. We will split this up into the case of

vanishing external sources, j = 0, and the general case with sources for clarity.

3.3.1 Existence of the limit in the current-free case

Let Am specify a solution to Proca’s equation with mass m and vanishing external

sources j = 0. Recall that by Theorem 3.12 a solution to Proca’s equation with mass

m is uniquely determined by initial data A(0), A(d) ∈ Ω1(Σ) by

〈Am, F 〉M = 〈A(0), ρ(d)GmF 〉Σ − 〈A(d), ρ(0)GmF 〉Σ , (3.74)

where Gm = 1
m2 (dδ +m2)Em. From this expression, we want to find necessary and

sufficient conditions for the limit lim
m→0+

〈Am, F 〉M to exist. This is a rather tricky task,

because it is not clear how to link the continuity in this distributional sense to test one-

forms. We therefore have to tighten the request to the existence of the corresponding
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limits of initial data of GmF , that is:

For which F ∈ Ω1
0(M), if any, do the limits

lim
m→0+

ρ(0)GmF and lim
m→0+

ρ(d)GmF exist?

Clearly, the existence of these limits is sufficient for the existence of the limit in the

distributional sense as stated above. To answer this tightened question, we make use

of the following lemma:

Lemma 3.14

Let j = 0, F ∈ Ω1
0(M) fixed and assume Assumption 3.13 holds. The following

statements are equivalent:

(i) The limits lim
m→0+

ρ(0)GmF and lim
m→0+

ρ(d)GmF exist.

(ii) The limit lim
m→0+

GmF exists.

(iii) The limit lim
m→0+

1
m2EmdδF exists.

Proof: 1.) We show (i) being equivalent to (ii):

a) (ii) =⇒ (i) is trivial since, if lim
m→0+

GmF exists, clearly the limits lim
m→0+

ρ(0)GmF

and lim
m→0+

ρ(d)GmF exist, as the operators ρ(·) are continuous and do not depend on the

mass m.

b) (i) =⇒ (ii):

Assume lim
m→0+

ρ(0)GmF and lim
m→0+

ρ(d)GmF exist. We know that ρ(·)GmF specify initial

data to the solution GmF ≡ Bm of the source free Proca equation: Specifying ρ(0)Bm,

ρ(d)Bm, ρ(n)Bm, ρ(δ)Bm is equivalent to specifying B0 = Bm

∣∣
Σ

, B1 = ∇nBm

∣∣
Σ

, for

some future pointing timelike unit normal field n of the Cauchy surface Σ, as shown in

[27, pp. 2613]. Furthermore, we know that the solution depends continuously on the

initial data B0 and B1: Since Bm = GmF has compact spacelike support, B0 and B1

will be compactly supported on Σ. For the case of compactly supported initial data,

continuous dependence of the solution on the data is shown in [6, Theorem 3.2.12],

which generalizes to arbitrarily supported initial data [46, Theorem 2.3]. We conclude

that the solution Bm depends continuously on ρ(0)Bm, ρ(d)Bm, ρ(n)Bm, ρ(δ)Bm with

respect to the topology of Ω1(M) and restricting ρ(n)Bm and ρ(δ)Bm in terms of ρ(0)Bm

and ρ(d)Bm will not change the continuous dependence of the solution on ρ(0)Bm and

ρ(d)Bm. A more direct approach to this statement is shown in [40, Proposition 2.5].
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3.3 The zero mass limit

Therefore, GmF is continuous in m and the corresponding limit exists.

2.) It remains to show the equivalence of (ii) and (iii):

a.) (iii) =⇒ (ii):

Assume that lim
m→0+

1
m2dδEmF exists. Then

lim
m→0+

GmF = lim
m→0+

(
dδ

m2
+ 1

)
EmF

= lim
m→0+

1

m2
EmdδF + lim

m→0+
EmF (3.75)

exists, using Assumption 3.13 and that d, respectively δ, commutes with Em.

b.) (ii) =⇒ (iii):

Assume that lim
m→0+

GmF exists. Then

lim
m→0+

1

m2
EmdδF = lim

m→0+

1

m2
dδEmF

= lim
m→0+

(GmF − EmF )

= lim
m→0+

GmF − lim
m→0+

EmF (3.76)

exists, again using Assumption 3.13.

This completes the proof. �

With this result, the existence of the desired limit is purely determined by the existence

of the zero mass limit of the propagator of the Proca operator. This can be quite easily

formulated in terms of conditions on the test one-forms that the propagator acts on:

Lemma 3.15

Let F ∈ Ω1
0(M) and Am ∈ Ω1(M) be a solution to Proca’s equation with

vanishing external sources. Then,

the limits lim
m→0+

ρ(0)GmF and lim
m→0+

ρ(d)GmF exist

if and only if F = F ′ + F ′′,

where F ′, F ′′ ∈ Ω1
0(M) such that dF ′ = 0 = δF ′′.

Then also the limit lim
m→0+

〈Am, F 〉M exists.

Proof: Let F ∈ Ω1
0(M). Using Lemma 3.14, the existence of the desired limit is

equivalent to the existence of the limit lim
m→0+

1
m2dδEmF .
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1.) We begin by finding the necessary conditions that this limit exists:

Assume lim
m→0+

1
m2dδEmF exists. Rewriting EmdδF = m2

(
1
m2dδEmF

)
and using the

assumption of the existence of the limit of the terms in brackets, we directly find

E0dδF = lim
m→0+

m2

(
1

m2
dδEmF

)
= 0 . (3.77)

For a compactly supported F this yields the existence of a compactly supported F ′ =

E+
0 dδF = E−0 dδF ∈ Ω1

0(M), such that dδF = (δd + dδ)F ′ (see e.g. [46, Proposition

2.6]). From the definition of F ′ we immediately find dF ′ = 0.

Moreover, we obtain an additional condition:

0 = E0dδF

= E0(dδ + δd)F − E0δdF

= −E0δdF . (3.78)

By the same argument as before, this yields the existence of a one-form F ′′ ∈ Ω1
0(M),

F ′′ = E+
0 δdF = E−0 δdF which yields δF ′′ = 0.

Finally, by definition we find

F ′ + F ′′ = E+
0 (dδ + δd)F = F . (3.79)

Therefore, as a necessary condition for the limit to exist, F has to be the sum of a closed

and a co-closed compactly supported one-form: F = F ′ + F ′′, where F ′, F ′′ ∈ Ω1
0(M)

such that dF ′ = 0 = δF ′′.

2.) In the next step, we show that the condition is also sufficient:

Let F = F ′ + F ′′, where F ′, F ′′ ∈ Ω1
0(M) and dF ′ = 0 = δF ′′. Then

lim
m→0+

1

m2
EmdδF = lim

m→0+

1

m2
Emdδ(F

′ + F ′′)

= lim
m→0+

1

m2
EmdδF

′

= lim
m→0+

( 1

m2
Em(dδ + δd+m2)F ′ − EmF ′

)
= − lim

m→0+
EmF

′ , (3.80)

which exists by assumption 3.13.

This completes the proof. �
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3.3 The zero mass limit

From a formal point of view, we have completely classified those test one-forms, for

which the zero mass limit exists. But it turns out that we can tighten the result even

more, by observing that closed one-forms F ∈ Ω1
0(M), such that dF = 0, do not

contribute to the observable 〈Am, F 〉M in the source free case. That is, for those F it

holds:

GmF = Em

(
dδ

m2
+ 1

)
F

=
1

m2
Em(dδ + δd+m2)F

= 0 , (3.81)

which yields 〈A(0), ρ(d)GmF 〉M = 0 = 〈A(d), ρ(0)GmF 〉M and hence 〈Am, F 〉M = 0.

Due to the linearity of the fields, two test one-forms that differ by a closed compactly

supported one-form give rise to the same physical observable. We may therefore restrict

the class of test one-forms that we smear the fields Am with to the test one-forms

modulo closed test one-forms. This yields the final result of this section:

Theorem 3.16 (Existence of the zero mass limit in the source free

case)

Let F, F ′ ∈ Ω1
0(M) such that [F ] = [F ′], that is, there is a χ ∈ Ω1

0,d(M) such

that F = F ′ + χ. Let Am be a solution to Proca’s equation with vanishing

external source j = 0. Then,

GmF = GmF
′ =: Gm[F ] and (3.82)

〈Am, F 〉M = 〈Am, F ′〉M =: 〈Am, [F ]〉M , (3.83)

and

the limits lim
m→0+

ρ(0)Gm[F ] and lim
m→0+

ρ(d)Gm[F ] exist

if and only if there exists a representative F̃ of [F ] with δF̃ = 0.

Then, also the limit lim
m→0+

〈Am, [F ]〉M exists.

Proof: Let F, F ′ ∈ Ω1
0(M) such that [F ] = [F ′]. Let Am be a solution to the source

free Proca equation. We have already seen that for a closed test one-form χ ∈ Ω1
0,d(M)

it holds Gmχ = 0. It follows directly that GmF = GmF
′ and hence Gm[F ] is well

defined using a representative of the equivalence class [F ]. Using Theorem 3.12 and
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3 The Classical Problem

the linearity of 〈·, ·〉M, it directly follows 〈Am, F 〉M = 〈Am, F ′〉M and hence 〈Am, [F ]〉M
is well defined. Therefore, we can, without losing any observables, divide out the test

one-forms that are closed. By Lemma 3.15 we know that the limit exists if and only if

F is a sum of a closed and a co-closed test one-form. Hence, the limits lim
m→0+

ρ(0)Gm[F ]

and lim
m→0+

ρ(d)Gm[F ] exists if and only if

[F ] ∈
Ω1

0,d(M) + Ω1
0,δ(M)

Ω1
0,d(M)

. (3.84)

Here, Ω1
0,d(M), Ω1

0,δ(M) denotes the set of closed and co-closed test one-forms respec-

tively.

We will now show that in fact it holds

Ω1
0,d(M) + Ω1

0,δ(M)

Ω1
0,d(M)

∼= Ω1
0,δ(M) . (3.85)

Let F ∈ Ω1
0,d(M) + Ω1

0,δ(M), that is, F = F ′ + F ′′ such that dF ′ = 0 = δF ′′. It

directly follows [F ] = [F ′ + F ′′] = [F ′′]. Indeed, F ′′ ∈ Ω1
0,δ(M) is the unique co-closed

representative of the equivalence class [F ]: Assume there exists a F̃ ∈ Ω1
0,δ(M) such

that [F̃ ] = [F ] = [F ′′]. From this it follows [F̃ − F ′′] = 0, that is, F̃ and F ′′ differ

by a closed test one-form, therefore we conclude d(F̃ − F ′′) = 0. By construction, it

additionally holds δ(F̃ − F ′′) = 0. Therefore (F̃ − F ′′) solves a source free massless

wave equation:

(δd+ dδ)(F̃ − F ′′) = 0 . (3.86)

Since (F̃ − F ′′) is compactly supported, it follows from [6, Corollary 3.2.4] that (F̃ −
F ′′) = 0. Hence F ′′ is the unique co-closed representative of [F ].

The map

γ :
Ω1

0,d(M) + Ω1
0,δ(M)

Ω1
0,d(M)

→ Ω1
0,δ(M) (3.87)

[F ] = [F ′ + F ′′] 7→ F ′′

is therefore well defined. Clearly, γ is linearly bijective. �

Note, that this “gauge” by closed test one-forms is only present in the source free

theory and not a real gauge freedom of the theory. We will therefore drop the explicit

notation of the equivalence classes in the source free case and keep in mind that closed

test one-forms do not contribute to the observables in the source free theory.

We find that it is sufficient as well as necessary for the mass zero limit to exist in the
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3.3 The zero mass limit

source free case to restrict to co-closed test one-forms. What is the interpretation of

this? In fact, this can be quite easily understood under the duality 〈·, ·〉M. One finds

that D1(M)/dD0(M) is dual to Ω1
0,δ(M) (see [46, Section 3.1]). Here, D1(M) denotes

the set of distributional one-forms (in a physical sense, these are classical vector fields)

and Ω1
0,δ(M) denotes the set of all co-closed test one-forms. Therefore, restricting to co-

closed test one-forms is equivalent to implementing the gauge equivalence A→ A+dχ,

for A ∈ D1(M) and χ ∈ D0(M), in the theory! This dual relation is easily checked for

A′ = A+ dχ dual to F ∈ Ω1
0,δ(M)

〈A′, F 〉 = 〈A,F 〉+ 〈dχ, F 〉

= 〈A,F 〉+ 〈χ, δF 〉

= 〈A,F 〉 . (3.88)

This is a nice result, since the gauge equivalence is naturally present in the Maxwell

theory. And due to the non trivial topology on a general spacetime, it is a priori not

clear how to implement the gauge equivalence in Maxwell’s theory on curved spacetime:

Maxwell’s equation δdA = 0 yields that two solutions that differ by a closed one-form

give rise to the same observable. For Minkowski spacetime this yields the familiar

gauge equivalence A → A + dχ since all closed one-forms are exact due to the trivial

topology18. This does not hold for arbitrary spacetimes M. One can argue that the

gauge equivalence class given by the gauge equivalence of closed rather then exact

one-forms is too large as it does not capture all physical phenomena of the theory: As

presented in [46, p. 626], the Aharonov-Bohm effect does distinguish between forms

that differ by a form that is closed but not exact, so the gauge equivalence by closed

one-forms cannot be the true physical gauge equivalence class. Hence, arguing with

physical properties is needed to find the “right” gauge equivalence class for the Maxwell

theory in curved spacetimes. With our result, this gauge equivalence by exact forms

comes naturally in the limit process!

Hence, we have already captured one important feature of the Maxwell theory also in

the massless limit of the Proca theory! It remains to check whether also the dynamics

are “well behaved” in the massless limit. But first, we investigate the zero mass limit

for the general theory with sources.

3.3.2 Existence of the limit in the general case with current

The question of interest is analogous to the one presented in the previous section but

now including external sources j 6= 0. Again, a solution to Proca’s equation with initial

18For Minkowski spacetime, this follows from the Lemma of Poincaré, see e.g. [43, Corollary 4.3.11].
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3 The Classical Problem

data A(0), A(d) ∈ Ω1(Σ) is uniquely determined by

〈Am, F 〉M =
(∑
±

〈j,G∓mF 〉Σ± + 〈A(0), ρ(d)GmF 〉Σ − 〈A(d), ρ(0)GmF 〉Σ
)
. (3.89)

In order to classify those test one-forms F for which the zero mass limit exists, we

have to tighten the main question as posed in the beginning of Section 3.3 which

was formulated in a distributional sense. Just as in the source free case we again

demand that lim
m→0+

ρ(0)GmF and lim
m→0+

ρ(d)GmF exist. Furthermore, we need a tightened

condition for the limit lim
m→0+

∑
±〈j, G∓mF 〉Σ± to exist. First, we note that there are

mainly three situations that can occur regarding this sum of integrals. Either, the

support of F lies in the future of the Cauchy surface Σ in which case supp (G+
mF )∩Σ− =

∅ and 〈j, G+
mF 〉Σ− = 0. Similarly, if the support of F lies in the past of Σ, then

〈j, G−mF 〉Σ+ = 0. Or, the intersection of the support of F and the Cauchy surface Σ is

non-empty in which case both terms appear. But since we want the existence of the

limit to be independent of the choice of the Cauchy surface Σ we conclude that the

limit lim
m→0+

∑
±〈j,G∓mF 〉Σ± exists if and only if lim

m→0+
〈j, G+

mF 〉Σ− and lim
m→0+

〈j, G−mF 〉Σ+

exist separately. In the same fashion as for the initial data terms, we therefore want

the limits lim
m→0+

G±mF to exist. In this sense of the existence of the limit, the question of

interest is now a slightly generalized version of what was stated in the previous section:

For which F ∈ Ω1
0(M), if any, do the limits

lim
m→0+

G±mF , lim
m→0+

ρ(0)GmF and lim
m→0+

ρ(d)GmF exist?

We have already classified the existence of the latter two limits. And with similar

calculations, also the first term is quite easy to handle. We find the following result:

Theorem 3.17 (Existence of the zero mass limit in the general case)

Let F ∈ Ω1
0(M), Am a solution to Proca’s equation with external source j 6= 0.

Then,

the limits lim
m→0+

G±mF , lim
m→0+

ρ(0)GmF and lim
m→0+

ρ(d)GmF exist

if and only if δF = 0.

Then, also the limit lim
m→0+

〈Am, F 〉M exists.

Proof: Let F ∈ Ω1
0(M), Am a solution to the source free Proca equation.

1.) For the limits lim
m→0+

ρ(0)GmF and lim
m→0+

ρ(d)GmF to exist we have found in Lemma

3.15 that it is sufficient and necessary for F to be the sum of a closed and a co-closed
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3.3 The zero mass limit

test one-form, F = F ′ + F ′′, F ′, F ′′ ∈ Ω1
0(M) such that dF ′ = 0 = δF ′′.

2.) For the limits lim
m→0+

G±mF we find existence if and only if lim
m→0+

1
m2E

±
mdδF0 exists

by a calculation analogous to the one presented in the proof of Lemma 3.14.

a) Assume lim
m→0+

1
m2E

±
mdδF exists. We conclude E±0 dδF = 0, following the calculations

in the proof of Lemma 3.15 again replacing Gm, respectively Em, with G±m, respectively

E±m. Using E±m(δd+ dδ)F = F we find

0 = E±0 dδF

= F − E±0 δdF (3.90)

and hence F = E±0 δdF which is compactly supported. It clearly follows that F is

co-closed using that δ commutes with E±m:

δF = δE±0 δdF = E0δδdF = 0 . (3.91)

b) Assuming F ∈ Ω1
0(M) being co-closed, δF = 0, we easily conclude that G±mF =

E±mF and hence the limits lim
m→0+

G±mF exist.

We have therefore shown that the limits lim
m→0+

G±mF exist if and only if F is co-

closed. Combining this with the existence of the remaining limits lim
m→0+

ρ(0)GmF and

lim
m→0+

ρ(d)GmF , we find the desired result, as it is necessary and sufficient for the lim-

its lim
m→0+

G±mF , lim
m→0+

ρ(0)GmF and lim
m→0+

ρ(d)GmF to exist that F is co-closed. This

completes the proof. �

Therefore, also in the general case with currents we find existence of the zero mass limit

of the Proca field if and only if we implement the gauge equivalence, as a restriction on

the dual space of test one-forms, before taking the limit. This was already discussed in

the previous Section 3.3.1. We can now discuss the dynamics of the fields in the zero

mass limit.

3.3.3 Dynamics and the zero mass limit

We have found that both in the source free and the general case, the zero mass limit of

the classical Proca theory exists if we restrict the test one-forms that we smear the clas-

sical fields with to the ones that are co-closed. So the question regarding the dynamics

of the theory in the limit, that is, the behavior of 〈A0, δdF 〉M = lim
m→0+

〈Am, δdF 〉M, is

well posed for any F ∈ Ω1
0(M) since naturally δdF is co-closed using δ being nilpotent.

For the Maxwell theory, we expect 〈A0, δdF 〉M = 〈j, F 〉M as the field A0 should solve

Maxwell’s equation in that distributional sense. But defining the field as a zero mass
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limit of the Proca theory, we find

〈A0, δdF 〉M := lim
m→0+

〈Am, δdF 〉M (3.92)

= lim
m→0+

(∑
±

〈j,G∓mδdF 〉Σ± + 〈A(0), ρ(d)GmδdF 〉Σ − 〈A(d), ρ(0)GmδdF 〉Σ
)
.

Recalling G±m = 1
m2 (dδ + m2)E±m, we find G±mδdF = E±mδdF , and using E±m(δdF ) =

F − E±m(dδ +m2)F we obtain

〈A0, δdF 〉M (3.93)

= lim
m→0+

(∑
±

(
〈j, F 〉Σ± − 〈j, E∓mdδF 〉Σ±

)
− 〈A(0), ρ(d)EmdδF 〉Σ + 〈A(d), ρ(0)EmdδF 〉Σ

−m2
(∑
±

〈j, E∓mF 〉Σ± + 〈A(0), ρ(d)EmF 〉Σ − 〈A(d), ρ(0)EmF 〉Σ
))

= 〈j, F 〉M − lim
m→0+

(∑
±

〈j, E∓mdδF 〉Σ± + 〈A(0), ρ(d)EmdδF 〉Σ − 〈A(d), ρ(0)EmdδF 〉Σ
)
.

We have used
∑
±
〈j, F 〉Σ± = 〈j, F 〉M and that the terms proportional to m2 are contin-

uous by Assumption 3.13 and bounded and hence vanish in the limit. Furthermore, we

find by definition that ρ(d)EmdδF = −∗(Σ) i
∗ ∗ dEmdδF = 0 since d and Em commute.

Concluding, we have calculated

〈A0,δdF 〉M = 〈j, F 〉M − lim
m→0+

(∑
±

〈j, E∓mdδF 〉Σ± − 〈A(d), ρ(0)EmdδF 〉Σ
)
. (3.94)

The second term though will not vanish in general. Ergo, the fields A0 defined as the

zero mass limit of the Proca field Am will not fulfill Maxwell’s equation in a distribu-

tional sense. While this might seem surprising at first, it is quite easy to understand

when we recall how we have found solutions to Proca’s equation: instead of finding solu-

tions directly, we have specified solutions to the massive wave equation (3.9a) and then

restricted the initial data such that the Lorenz constraint (3.9b) is fulfilled. Only then

we also have found a solution to Proca’s equation. And similarly, one solves Maxwell’s

equation by specifying a solution to the massless wave equation (δd + dδ)A0 = j and

restricting the initial data such that the Lorenz constraint δA0 = 0 is fulfilled. Only

then, the solution also solves Maxwell’s equation. And it is with the constraint where

the problem in the limit lies. Recall from Theorem 3.10 that, in order to implement

the Lorenz constraint, we have restricted the initial data by

A(δ) =
1

m2
ρ(δ)j , and (3.95)

A(n) =
1

m2

(
ρ(n)j + δ(Σ)A(d)

)
. (3.96)
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3.3 The zero mass limit

It is obvious that, in general, this is not well defined in the zero mass limit. So in order

to keep the dynamics in the zero mass limit, we need to make sure that the constraints

are well behaved in the limit. Since we do not want the external source or the initial

data to be dependent of the mass, we have to specify

δj = 0 , and (3.97)

δ(Σ)A(d) = −ρ(n)j =⇒ A(n) = 0 . (3.98)

This corresponds exactly to the constraints on the initial data in the Maxwell case

to implement the Lorenz constraint (see [40, Theorem 2.11])! With these constraints,

we can now look at the remaining term of 〈A0, δdF 〉M in equation (3.94). We do this

separately for the two summands. Using that d commutes with pullbacks and inserting

the constraints on the initial data, we find

〈A(d), ρ(0)EmdδF 〉Σ = 〈A(d), d(Σ)ρ(0)EmδF 〉Σ
= 〈δ(Σ)A(d), ρ(0)EmδF 〉Σ
= −〈ρ(n)j, ρ(0)EmδF 〉Σ

= −
∫
Σ

i∗EmδF ∧ ∗(Σ)(− ∗(Σ) i
∗∗)j

=

∫
Σ

i∗EmδF ∧ i∗ ∗ j

=

∫
Σ

i∗ (EmδF ∧ ∗j) . (3.99)

For the first summand
∑
±〈j, E∓mdδF 〉Σ± we use the partial integration that we have

already calculated in the proof of Theorem 3.12 and find, using the constraint δj = 0

found above,

∑
±

〈j, E∓mdδF 〉Σ± =
∑
±

〈dδj, E∓mF 〉Σ± +

∫
Σ

i∗ (j ∧ ∗EmδF )−
∫
Σ

i∗(δj ∧ ∗EF )

=

∫
Σ

i∗ (j ∧ ∗EmδF ) . (3.100)

Using j ∧ ∗EmδF = EmδF ∧ ∗j we find that the remaining terms of equation (3.94)

vanish when restricting the initial data such that they are well defined in the zero mass
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limit. We therefore obtain the correct dynamics

〈A0, δdF 〉M = 〈j, F 〉M − lim
m→0+

(∑
±

〈j, E∓mdδF 〉Σ± − 〈A(d), ρ(0)EmdδF 〉Σ
)

= 〈j, F 〉M . (3.101)

Concluding, when keeping the constraints that implement the Lorenz constraint in the

limit well behaved, we indeed end up with the correct dynamics of the Maxwell theory.

Furthermore, we also obtain conservation of the external current δj = 0 as a necessity

to get the correct dynamics. This is not surprising as, opposed to Proca’s theory,

the current in Maxwell’s theory is always conserved by the equations of motion! We

conclude this in the final theorem of this chapter:

Theorem 3.18 (The zero mass limit of the Proca field)

Let F ∈ Ω1
0(M) be a test one-form and j ∈ Ω1(M) an external current.

Let Am be a solution to Proca’s equation specified by initial data A(0), A(d) ∈
Ω1

0(Σ) via Theorem 3.12.

Defining the zero mass limit 〈A0, F 〉M = lim
m→0+

〈Am, F 〉M of the Proca field, the

following holds:

(i) The limit exists if and only if δF = 0, effectively implementing the gauge

equivalence of the Maxwell theory.

(ii) The field A0 is a Maxwell field, that is, it solves Maxwell’s equation in a

distributional sense if and only if δj = 0, implementing the conservation

of current, and ρ(n)j = −δ(Σ)A(d) , implementing the Lorenz condition.

Proof: The proof follows directly from Theorem 3.17 and the calculations presented in

the above Section 3.3.3 �
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Having established a good understanding of the classical theory, we will now investigate

the quantum Proca field in curved spacetimes. In particular, we are going to construct a

generally covariant quantum field theory of the Proca field in the framework of Brunetti

Fredenhagen Verch [14] in Section 4.1 and show that the theory is local. In Section 4.2

we study the Borchers-Uhlmann algebra as the field algebra and rigorously construct

an initial data formulation of the quantum Proca field theory. This will allow us to

define a notion of continuity of the Proca field with respect to the mass and, finally, to

study the mass dependence and the zero mass limit of the theory in Section 4.3.

4.1 Construction of the generally covariant quantum Proca field

theory in curved spacetimes

The quantization of the Proca field in a generally covariant way will follow the frame-

work of Brunetti, Fredenhagen and Verch [14] as well as some natural modifications

needed for background source dependent theories which are made analogous to [46].

In the framework of [14], a generally covariant quantum field theory is mathematically

described as a functor between the category Spac, consisting of globally hyperbolic

spacetimes as objects and orientation preserving isometric hyperbolic embeddings as

morphisms, and the category Alg, consisting of unital ∗-algebras as objects and unit

preserving ∗-algebra-homomorphisms as morphisms. If these ∗-algebra-homomorphisms

are injective, the theory is said to be local (rigorous definitions are given below). To

accommodate the given background source j in the theory, we will generalize Spac to

a category whose objects also contain the given background source.

In this section, we want to give the necessary definitions and construct this functor

explicitly, that is, we give a detailed definition on how to map globally hyperbolic

spacetimes with a given background current to an algebra of observables, and how to

map the morphisms onto each other. The main work is then to show that these maps

are well defined. It is then rather trivial to show that we have obtained a functor.

Throughout this section, the mass m as well as the external current j are assumed to

be fixed.
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We begin by defining the necessary objects and morphisms of the two categories.

Definition 4.1 (Orientation preserving isometric hyperbolic embed-

ding)

Let (M, g) and (N , gN ) be two globally hyperbolic spacetimes.

A map ψ : (M, g)→ (N , gN) is called a orientation preserving isometric hyper-

bolic embedding if

(i) ψ is a diffeomorphism, that is it is smoothly bijective,

(ii) ψ preserves orientation and time orientation,

(iii) ψ is an isometry, that is ψ∗gN = g, and

(iv) ψ(M) is causally convex, that is for p ∈M it holds

J±M(p) = ψ−1
(
J±N
(
ψ(p)

))
.

Definition 4.2 (The categories SpacCurr, Alg and Alg′)

The category SpacCurr consists of triples (M, g, jM) as objects, where (M, g)

is a globally hyperbolic spacetime and jM ∈ Ω1(M) corresponds to the back-

ground current of the theory, and morphisms ψ, where ψ : (M, g)→ (N , gN ) is

an orientation preserving isometric hyperbolic embedding such that ψ∗jN = jM.

The category Alg consists of unital ∗-algebras as objects and unit preserving
∗-algebra-homomorphisms as morphisms.

The category Alg′ is a subcategory of Alg consisting of the same objects but

only injective morphisms.

With the notion of these two categories we are able to define:

Definition 4.3 (Generally (locally) covariant quantum field theory

with background source)

A generally covariant quantum field theory with background source is a covariant

functor between the categories SpacCurr and Alg.

The theory is called local or locally covariant if and only if the range of the

functor is contained in Alg′.

To construct this functor for the Proca field, we will first define how to map a globally

hyperbolic spacetime to a unital ∗-algebra and how to map the morphisms onto each
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other. Most of the work is to show that those maps are well defined and injective.

Then, it is not hard to show that we have obtained a functor and thus the desired

generally locally covariant quantum field theory.

Definition 4.4

Let M = (M, g, jM) ∈ ObjSpacCurr be an object of SpacCurr, F, F ′ ∈ Ω1
0(M) be

test one-forms and c1, c2 ∈ C be constants.

Let Gm be the propagator of the Proca operator with integral kernel Gm, that

is, Gm(F, F ′) = 〈F,GmF
′〉M.

Define A : ObjSpacCurr → ObjAlg, where A(M) is the unital ∗-algebra obtained

from the free algebra, generated by 1 and the objects A(F ), factoring by the

relations

(i) A(c1F + c2F
′) = c1A(F ) + c2A(F ′) linearity, (4.1a)

(ii) A(F )∗ = A(F ) real field, (4.1b)

(iii) A
(
(δd+m2)F

)
= 〈jM, F 〉M · 1 equation of motion, (4.1c)

(iv) [A(F ),A(F ′)] = iGm(F, F ′) · 1 commutation relations. (4.1d)

To be mathematically more precise, the algebra is obtained as the quotient algebra

from the free algebra PM dividing out the (two-sided) ideal JM that is generated by

the relations (4.1). As an example, a sub-ideal of JM implementing (4.1b) is defined

as J̃M =
{
a
(
A(F )∗ −A(F )

)
b | a, b ∈PM, F ∈ Ω1

0(M)
}

. One obtains an algebra of

equivalence classes A(M) = PM/JM. For this to be well defined, it suffices to show

that the obtained algebra A(M) is not trivial, that is, not the zero algebra. Therefore,

we need to show that the ideal JM is not the full free algebra PM. Clearly, for a

suitable test one-form F , that is, in particular a one-form that is not of the form

F = (δd + m2)H for some test one-form H, A(F ) will not be an element of JM, and

therefore A(M) is not trivial.

Next, we define the action of the map A on morphisms of SpacCurr.

Definition 4.5

Let M,N ∈ ObjSpacCurr, where M = (M, g, jM) and N = (N , gN , jN ), be objects

and ψ ∈ MorSpacCurr(M,N), ψ : (M, g, jM)→ (N , gN , jN ) be a morphism of the

category SpacCurr. Define A(ψ) ≡ αψ : A(M) → A(N) as a unit preserv-

ing ∗-algebra-homomorphism whose action on elements of A(M) is then fully
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determined by the action on the generators AM(F ) :

αψ
(
AM(F )

)
= AN (ψ∗(F )) . (4.2)

We need to show that this is well defined19, in particular that it is compatible with the

algebra relations in A(N ). To be more precise, the proceeding is as follows:

Let PM,PN be the free unital *-algebras as defined above. We define a morphism

π : PM → PN as a unit preserving ∗-algebra homomorphism such that AM(F ) 7→
AN (ψ∗F ). We need to show that π(JM) ⊂ JN , so that if we divide out the ideal

JM, π descends to the wanted unit preserving ∗-algebra homomorphism A(ψ) ≡ αψ :

A(M)→ A(N). We do this step by step, showing that each generator of JM maps to

a corresponding generator of JN . In the following let F, F ′ ∈ Ω1
0(M) and c1, c2 ∈ C be

constants.

1.) Linearity:

The generator of the corresponding ideal20 is
(
AM(c1 F+c2 F

′)−c1AM(F )−c2AM(F ′)
)
.

We calculate:

π
(
AM(c1 F + c2 F

′)− c1AM(F )− c2AM(F ′)
)

= π
(
AM(c1 F + c2 F

′)
)
− c1 π

(
AM(F )

)
− c2 π

(
AM(F ′)

)
= AN (c1 ψ∗F + c2 ψ∗F

′)− c1AN (ψ∗F )− c2AN (ψ∗F
′) . (4.3)

We have used the homomorphism property of π and that ψ∗ is linear and naturally

commutes with scalars. The result clearly is an element of the corresponding ideal in

PN specifying F̃ , F̃ ′ ∈ Ω1
0(N ) by F̃ = ψ∗F and F̃ ′ = ψ∗F

′.

2.) Real field:

The corresponding generator is
(
AM(F )−AM(F )∗

)
. We obtain:

π
(
AM(F )−AM(F )∗

)
= π

(
AM(F )

)
− π

(
AM(F )∗

)
= π

(
AM(F )

)
− π

(
AM(F )

)∗
= AN (ψ∗F )−AN (ψ∗F )∗ . (4.4)

Again, the result clearly is an element of the corresponding ideal in PN .

19Note that in Definition 2.6 we have only defined the pullback ψ∗F of a one-form F . Since here ψ is
assumed to be a diffeomorphism, the pushforward of one-forms on M to one-forms on N can be
defined as the pullback with respect to ψ−1.

20Note, that actually we are interested in ∗-ideals, so we would need to add (or subtract) the hermitian
adjoint to that expression, but since π is defined as a ∗-algebra homomorphism this would not
change anything in the calculations and is therefore neglected for clarity.
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3.) Equations of motion:

The generator of interest is
(
AM

(
(δd+m2)F

)
− 〈jM, F 〉M 1PM

)
. First, note that

(δd+m2)ψ∗ = ψ∗(δd+m2) (4.5)

since ψ∗ is linear and commutes with d. Also, because ψ is an orientation preserving

isometry and therefore preserves the volume form, ψ∗ commutes with the Hodge star

and thus it also commutes with the interior derivative δ. It then follows that

π
(
AM

(
(δd+m2)F

)
− 〈jM, F 〉M 1PM

)
= AN

(
ψ∗(δd+m2)F

)
− 〈jM, F 〉M 1PN

= AN
(
(δd+m2)ψ∗F

)
− 〈jN , ψ∗F 〉N 1PN . (4.6)

In the last step it was used that, since ψ is an isometry and ψ∗jN = jM:

〈jM, F 〉M = 〈ψ∗jN , F 〉M
= 〈jN , ψ∗F 〉N , (4.7)

which yields the wanted generator in PN .

4.) Commutation relation:

The generator is
([
AM(F ),AM(F ′)

]
− iGm,M(F, F ′)1PM

)
. We calculate:

π
([
AM(F ),AM(F ′)

]
− iGm,M(F, F ′)1PM

)
=
[
AN (ψ∗F ),AN (ψ∗F

′)
]
− iGm,M(F, F ′)1PN

=
[
AN (ψ∗F ),AN (ψ∗F

′)
]
− iGm,N (ψ∗F, ψ∗F

′)1PN (4.8)

In the last step we have used the uniqueness of the fundamental solutions and the

properties that ψ is an isometry and that ψ(M) is causally convex. Together, this

implies Gm,MF = ψ∗Gm,Nψ∗F (see [46, Chapter 4.3]) and therefore

Gm,M(F, F ′) = 〈F,Gm,MF
′〉M

= 〈F, ψ∗Gm,Nψ∗F
′〉M

= 〈ψ∗F,Gm,Nψ∗F
′〉N

= Gm,N (ψ∗F, ψ∗F
′) . (4.9)

Altogether, we have shown that π(JM) ⊂ JN and therefore π descends to the wanted

unit preserving ∗-algebra homomorphism αψ, having divided out the ideal JM.
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Now, to obtain a locally covariant QFT from these definitions, we need the defined

homomorphism to be injective. We do this the following way: To show that A(ψ) ≡ αψ

is injective, we can equivalently show that the algebra A(M) is simple, that is, there

is no non-trivial two-sided ideal21 in A(M). It turns out that for A(M) to be simple,

it is sufficient that Gm(·, ·) is non-degenerate. The basic algebraic work necessary for

these arguments is put in Appendix B.

Lemma 4.6

Let F, F ′ ∈ Ω1
0(M) be two test one-forms and let D0(Σ) = Ω1

0(Σ) ⊕ Ω1
0(Σ)

be the space of initial data on some Cauchy surface Σ with respect to Proca’s

equation. Then,

Gm(F, F ′), viewed as a map Gm : D0(Σ)⊕D0(Σ)→ C
on the space of initial data, is a symplectic form,

that is it is bilinear, anti-symmetric and non-degenerate.

Proof: First, we want to see how to view Gm as a map on initial data. Let F, F ′ ∈
Ω1

0(M), then by definition

Gm(F, F ′) = 〈F,GmF
′〉M

= 〈GmF
′, F 〉M . (4.10)

Note that GmF
′ is a solution to the source free Proca equation, that is,

(δd+m2)GmF
′ = 0 . (4.11)

By Theorem 3.12, setting j = 0, we find for a test one-form F ,

〈GmF
′, F 〉M = 〈(GmF

′)0, ρ(d)GF 〉Σ − 〈(GmF
′)d, ρ(0)GmF 〉Σ . (4.12)

In the same way, GmF is a solution to Proca’s equation and therefore, since ρ(0) and

ρ(d) map a solution to its initial data, we can view ρ(0)GmF and ρ(d)GmF as initial data

of GmF . For short hand we will write for the initial data ρ(0)GmF = (GmF )0 = ϕ and

21For a general algebra to be simple one also needs that the multiplication operation is not uniformly
zero. Since we deal with unital algebras this is trivially fulfilled.
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ρ(d)GmF = (GmF )0 = π and analogously for GmF
′. Therefore we obtain

Gm(F, F ′) = 〈ϕ′, π〉Σ − 〈π′, ϕ〉Σ
= 〈π, ϕ′〉Σ − 〈ϕ, π′〉Σ . (4.13)

So instead of viewing Gm as a map on one forms, we view it as map on the space of

initial data

Gm : D0(Σ)⊕D0(Σ)→ C (4.14)(
(ϕ, π), (ϕ′, π′)

)
7→ 〈π′, ϕ〉Σ − 〈ϕ′, π〉Σ .

Now, it is straightforward to show that Gm is a symplectic form:

1.) Bilinearity:

Bilinearity follows trivially from the bilinearity of 〈·, ·〉.

2.) Alternating:

Let ψ = (ϕ, π) ∈ D0(Σ). Then

Gm(ψ, ψ) = 〈π, ϕ〉Σ − 〈ϕ, π〉Σ
= 0 . (4.15)

Therefore, Gm is anti-symmetric: Specifying ψ = ψ′ + ψ̃ and using 0 = Gm(ψ, ψ)

together with bilinearity yields anti-symmetry.

3.) Non-degeneracy:

Let ψ′ = (ϕ′, π′) ∈ D0(Σ) specify initial data. Assume, for all ψ = (ϕ, π) ∈ D0(Σ) it

holds that

0 = Gm(ψ, ψ′)

= 〈π, ϕ′〉Σ − 〈ϕ, π′〉Σ
=⇒ ϕ′ = 0 = π′

⇐⇒ (ϕ′, π′) = 0 ∈ D0(Σ) . (4.16)

Hence, Gm(·, ·) is non-degenerate. �
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We are now ready to show that the defined morphism αψ is injective:

Lemma 4.7

Let A(M) be the unital ∗-algebra as defined in Definition 4.4 and αψ the unit

preserving ∗-algebra homomorphism as defined in Definition 4.5. It then holds

that

αψ is injective.

Proof: Since by Lemma 4.6 the propagator Gm(·, ·) is non-degenerate when viewed as a

map on initial data22, the algebra A(M) is simple (c.f. [3, Scholium 7.1]). Using Lemma

B.3 this implies that all unit preserving ∗-algebra homomorphisms are injective. �

With this, we are ready to state the first major result of this chapter, that is, we have

constructed a generally locally covariant quantum theory of the Proca field in curved

spacetimes including external sources, in form of the following theorem:

Theorem 4.8

Let SpacCurr and Alg′ be the categories as defined in Definition 4.2.

Let A : SpacCurr→ Alg′ be as defined in Definition 4.4 (action on objects) and

Definition 4.5 (action on morphisms). Then

A is a covariant functor,

that is it describes the generally covariant quantum theory of the Proca field

in (globally hyperbolic) spacetimes. Furthermore, the image of the functor is

contained in Alg′. Therefore, the theory is local.

Proof: We have already proven most of the statement by showing that A is well defined

and that αψ ≡ A(ψ) is injective (see Lemma 4.7).

For A to be a (covariant) functor, we need to show that it behaves well under com-

position of morphisms, that is for any objects M,N,K ∈ ObjSpacCurr, where M =

(M, g, jM), N = (N , gN , jN ) andK = (K, gK, jK), and morphisms ψ ∈ MorSpacCurr(M,N)

22We will show in Section 4.2 that the dynamical field algebra is homeomorphic to the field algebra
of initial data. We can therefore safely view the propagator as a map on initial data.
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and φ ∈ MorSpacCurr(N,K), it holds that

αφ ◦ψ = αφ ◦ αψ , (4.17)

and that it maps the identity idM ∈ HomSpacCurr(M,M) to the identity idA(M) ∈
HomAlg

(
A(M),A(M)

)
, which it trivially does by definition. The behavior under com-

position follows directly from the definition of αψ. Let ψ : (M, g, jJM)→ (N , gN , jN )

and ϕ : (N , gN , jN )→ (K, gK, jK) two orientation preserving hyperbolic isometric em-

beddings. Then

αφ ◦ψ
(
AM(F )

)
= AK

(
(φ ◦ ψ)∗F

)
= AK

(
φ∗(ψ∗F )

)
= αφ

(
AN (ψ∗F )

)
= αφ

(
αψ
(
AM(F )

))
= (αφ ◦ αψ)

(
AM(F )

)
. (4.18)

Therefore, A is a covariant functor. �

4.2 The Borchers-Uhlmann algebra as the field algebra

One algebra that can be used to describe quantum fields in curved spacetimes is

the Borchers-Uhlmann algebra (BU-algebra), which was studied by Borchers [10] and

Uhlmann [50] in 1962. First applied to the case of quantum field theory on Minkowski

spacetime, in particular in connection to the Wightman n-point functions, the BU-

algebra is well suited to generalize to the curved spacetime case. The BU-algebra can

be constructed over any vector space which in our case will be the space Ω1
0(M) of com-

pactly supported test one-forms. The construction presented here follows [45, Chapter

4.1] and [28, Chapter 8.3.2].

The BU-algebra BU
(
Ω1

0(M)
)

is defined as the tensor algebra of the vector space

Ω1
0(M). That means elements f ∈ BU

(
Ω1

0(M)
)

are tuples f = (f (0), f (1), f (2), . . .),

where f (0) ∈ C and for i > 0, f (i) ∈
(
Ω1

0(M)
)⊗i

, such that only finitely many f (i)’s

are non-vanishing23. Here, ⊗ denotes the algebraic tensor product, without taking any

topological completion. We will call the component f (i) the degree-i-part of f .

23As noted in [45, Chapter 3.3], we can alternatively view the f (i)’s as smooth sections of the i-fold
outer product bundle T ∗M� T ∗M� · · ·� T ∗M over Mi.
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Formally, we summarize in the following definition:

Definition 4.9 (Borchers-Uhlmann algebra)

Let V be a vector space. The Borchers-Uhlmann algebra over V is defined as

BU(V ) = C⊕
∞⊕
n=1

V ⊗n . (4.19)

Again, V ⊗ V ⊗ · · · ⊗ V denotes the algebraic tensor product without any topological

completion. This definition makes BU
(
Ω1

0(M)
)

a vector space (addition and scalar

multiplication is defined component wise), which can be endowed with a ∗-algebraic

structure:

For two elements f, g we define the product (f · g) by defining the degree-n-part to be

(f · g)(n) =
∑
i+j=n

f (i) ⊗ g(j) , (4.20)

which is equivalent to specifying

(f · g)(n)(p1, p2, . . . , pn) =
∑
i+j=n

f (i)(p1, p2, . . . , pi)g
(j)(pi+1, . . . , pn) , (4.21)

where pi ∈ M. The involution is defined by complex conjugation and reversing the

order of the arguments in every degree:

(f ∗)(n)(p1, . . . , pn) = f̄ (n)(pn, pn−1, . . . , p1) . (4.22)

With these two additional operations, BU
(
Ω1

0(M)
)

is a *-algebra. Furthermore, defin-

ing a unit element 1BU(Ω1
0(M)) = (1, 0, 0, . . .), BU

(
Ω1

0(M)
)

becomes a unital *-algebra.

The reason why the BU-algebra is well suited for our problem is that it can be endowed

with a topology which will later allow us to define a notion of continuously varying the

mass m and compare the corresponding quantum fields with each other.

4.2.1 The topology of the Borchers-Uhlmann algebra

In the following we present the basic ideas to defining a (locally convex) topology on

the BU-algebra over the space of compactly supported one-forms without going into

too much of the necessary details since this procedure is well understood. At every

step we make explicit references to the missing details or proofs. As a first step, we

need to find a topology on the space Ω1
0(M) of compactly supported one-forms which

will be used for the construction of the topology on the BU-algebra. The construction
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follows [19, Chapter 17.1 to 17.3] where all presented statements are made rigorous.

First we define a locally convex topology on the space of smooth functions C∞(U) for

an open U ⊂ Rn. A locally convex topology is induced by a family of semi-norms24.

Let {Kl}l be an increasing family of compact sets of U , such that {Kl}l is a covering

of U . We will call such a family a fundamental sequence. We define the semi-norm for

a class C∞ function f : U → C

ps,l(f) = sup
{
|Dνf(x)| : x ∈ Kl, |ν| ≤ s

}
, (4.23)

where ν ∈ Nn is a multi-index, |ν| =
∑n

i=1 νi and the derivative operator is defined as

Dνf(x1, . . . , xn) =
∂ν1 ∂ν2 . . . ∂νn

∂ν1
x1 ∂

ν2
x2 . . . ∂νnxn

. (4.24)

Actually, the above definition also endows the space of n-times differentiable functions

Cn(U) with a locally convex topology, which we will use for the generalization in a

few steps. This procedure generalizes to compactly supported differential forms on a

smooth manifold. Even more general, let X = (E,M, π) be a vector bundle overM of

rank n. We will define a topology on the space Γ(E,U) of smooth sections of E over

U . The basic idea is to use local charts of the manifold and a local trivialization of the

vector bundle to define a family of semi-norms on Γ(E,U) using the semi-norms we

have specified above for functions f ∈ C∞(U). Let {Uα}α be a locally finite covering

of U ⊂ M such that there are local charts (ψα, Uα) of the manifold M. For each α,

the map z 7→
(
ψα
(
π(z)

)
, v1α, v2α, . . . , vnα

)
from the fibers π−1(Uα) to ψα(Uα)× Cn is

a diffeomorphism. Such linear diffeomorphisms viα exist for any open neighborhood of

M as they can be defined as the components of a local trivialization of the bundle E

over the neighborhood Uα. Let uα be the restriction of a section u ∈ Γ(E,U) to Uα.

Finally, define for every α the fundamental sequence {Klα}l of compact sets in ψα(Uα)

and denote the semi-norms on Cn(ψα(Uα)) as specified above by p̃s,l,α. Then

ps,l,α(u) =
n∑
j=1

p̃s,l,α
(
vjα ◦ uα ◦ ψ

−1
α

)
(4.25)

defines a family of semi-norms on Γ(E,U) (see [18, Equation 17.2.1]). Now we specify

to the vector bundles ∧pT ∗M whose smooth sections are smooth p-forms. The space

Γ(∧pT ∗M,M), together with the family of semi-norms specified above, is a locally

convex topological vector space. For every compact K ⊂M, the space Γ(∧pT ∗M, K)

denotes the set of p-forms that are compactly supported in K. This space is a closed

subspace of Γ(∧pT ∗M,M). The union of Γ(∧pT ∗M, K) over all compact subspaces

24See [18, Theorem 12.14.3] or for a general introduction to locally convex topological vector spaces
[49, Chapter 7, in particular page 63 ] and [18, Chapter 12.14].
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K ⊂M is a locally convex topological vector space, the space of compactly supported

p-forms25 which we have already denoted by Ωp
0(M). This in particular yields a locally

convex topology on the space Ω1
0(M) that we are interested in.

Having found a topology on Ω1
0(M) it is a straightforward procedure to endow

(
Ω1

0(M)
)⊗n

with a locally convex topology for every n: We equip
(
Ω1

0(M)
)⊗n

with the projective

topology which is induced by formal tensor products of the semi-norms on Ω1
0(M) (see

[49, Definition 43.2 and Chapter 43] for details). For every n ∈ N we define

BUn = C⊕
n⊕
i=1

(
Ω1

0(M)
)⊗i

, (4.26)

which yields a family {BUn}n of locally convex topological vector spaces, where the

topology on each BUn is given as the direct sum topology26. The BU-algebra is then

endowed with the so called inductive limit topology27 of the family {BUn}n (see [45,

Appendix B]). With this construction, the BU-algebra is a locally convex topological

*-algebra with unit (c.f. [45, Lemma 4.1]).

4.2.2 Dynamics, commutation relations and the field algebra

So far, the constructed BU-algebra, which we would like to use as a field algebra, does

neither incorporate any dynamics, in our case are given by the Proca equation, nor

the desired quantum commutation relations. We want to identify quantum fields φ as

elements φ(F ) = (0, F, 0, 0, . . .) of an appropriate field algebra. To endow the algebra

with dynamics, the fields φ have to solve the Proca equation in a distributional sense.

Furthermore, we incorporate the canonical commutation relations (CCR) in the field

algebra. We will do this, for reasons that will become clear in the next section, in a two

step procedure. Throughout this section, the mass dependence is again made explicit

in the notation, but the mass m, as well as the external source j, are assumed to be

fixed.

First we will divide out the two-sided ideal I dyn
m,j in BU

(
Ω1

0(M)
)

that is generated by

elements

(
− 〈j, F 〉M, (δd+m2)F, 0, 0, . . .

)
∈ BU

(
Ω1

0(M)
)
, (4.27)

for F ∈ Ω1
0(M), to implement the dynamics. That means, by definition, an element

25To be precise, for compact K ⊂ M, the spaces Γ(∧pT ∗M,K) are Fréchet spaces [19, Theorem
17.2.2] and the space of compactly supported p-forms is defined as the inductive limit of the spaces
Γ(∧pT ∗M,K), making it a LF-space which in particular is locally convex.

26For a definition, see for example [49, p. 515].
27Again, for a definition see [49, p. 514].
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f ∈ I dyn
m,j can be written as a finite sum

f =
∑
i

gi ·
(
−〈j, Fi〉M, (δd+m2)Fi, 0, 0, . . .

)
· hi , (4.28)

for some Fi ∈ Ω1
0(M) and gi, hi ∈ BU

(
Ω1

0(M)
)
. We define

BUdyn
m,j := BU

(
Ω1

0(M)
)
/I dyn
m,j . (4.29)

Elements f ∈ BUdyn
m,j are then equivalence classes f = [g]dyn

m , g ∈ BU
(
Ω1

0(M)
)
, where

the equivalence relation is given for any g, h ∈ BU
(
Ω1

0(M)
)

by

g ∼m h :⇐⇒ g − h ∈ I dyn
m,j . (4.30)

Now, in the second step, we incorporate the CCR by dividing out the two-sided ideal

I CCR
m that is generated by elements[(

− iGm(F, F ′), 0, F ⊗ F ′ − F ′ ⊗ F, 0, 0, . . .
)]dyn

m
∈ BUdyn

m,j (4.31)

to obtain the final field algebra BUm,j as specified by the following definition:

Definition 4.10 (Field algebra and quantum Proca fields)

The Borchers-Uhlmann field algebra BUm,j, for some fixed m > 0, is defined by

BUm,j := BUdyn
m,j/I CCR

m . (4.32)

We will sometimes equivalently write BUm,j = BU
(
Ω1

0(M)
)
/Im,j , where Im,j is

generated by both of the wanted relations for short hand. A quantum Proca

field is then an element

φm,j(F ) := [(0, F, 0, 0, . . .)]m,j ∈ BUm,j , (4.33)

where the equivalence class [·]m,j is taken w.r.t. Im,j.

By construction, the quantum Proca fields fulfill the wanted dynamical and commuta-

tion relations

φm,j((δd+m2)F ) = 〈j, F 〉M · 1BUm,j , (4.34)[
φm,j(F ), φm,j(F

′)
]

= iGm(F, F ′) · 1BUm,j . (4.35)

We still have to endow the field algebra BUm,j with a topology.
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4.2.3 Topology, initial data and the field algebra

In this chapter, as a preparation for the investigation of the mass dependence and the

zero mass limit of the theory, we investigate the topology of the field algebra and its

connection to a field algebra of initial data. The mass m as well as the external source

j again remain fixed.

The straightforward way to obtain a topology on BUm,j is from the topology on

BU
(
Ω1

0(M)
)

as the quotient topology, assuming the ideal Im,j is closed28: If Im,j
is a closed subspace of BU

(
Ω1

0(M)
)
, and BU

(
Ω1

0(M)
)

is endowed with a locally con-

vex topology, also BUm,j is locally convex [18, Theorem 12.14.8]. Indeed, the quotient

topology on BUm,j coincides with the topology induced by the semi-norms

qm,α([f ]m) = inf
{
pα(g) : g ∈ [f ]m

}
(4.36)

where {pα}α is a family of semi-norms on BU
(
Ω1

0(M)
)

that induces its topology (see

[18, Lemma 12.14.8]). While this topology allows us to define continuous families

{φm,j,n(Fn)}n of fields at a fixed mass, it is not suitable, as we will discuss in the next

Section 4.3, to define a notion of continuity with respect to the mass m. In principal,

the problem is that at different masses the fields live in different algebras that we are a

priori unable to compare with each other. The idea to solve this is simple: we will for

every fixed mass find a topological algebra that is homeomorphic to the field algebra

BUm,j which does not depend on the mass (the homeomorphism of course does). We are

then able to map a family {φm,j(Fm)}m of fields into only one topological algebra where

we have a natural sense of continuity given by the topology. This mass independent

algebra will be the Borchers-Uhlmann algebra of initial data.

To start the construction, we first look at the topological vector space Ω1
0(M). Let Σ

be a Cauchy surface. As done at the classical level, we introduce the short notation

D0(Σ) = Ω1
0(Σ) ⊗ Ω1

0(Σ) for the space of initial data with respect to a fixed Cauchy

surface Σ. We define the map

κm : Ω1
0(M)→ D0(Σ) (4.37)

F 7→ (ρ(0)GmF, ρ(d)GmF ) ,

where the operators ρ(·) were introduced in Definition 3.3. The map κm maps a test

one-form F to the initial data of GmF on the Cauchy surface Σ. In the notation we

omit the dependence of the map on the Cauchy surface. By construction, the map

κm is continuous for a fixed value of m with respect to the topology on D0(Σ) that is

induced by the topology of Ω1
0(Σ). Since κm is continuous, we know that ker(κm) is

28We will argue shortly that, at least in the case of j = 0, it is.
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4.2 The Borchers-Uhlmann algebra as the field algebra

Ω1
0(M)

κm //

[·]m

&&

img(κm)

ξ−1
m

��

� � i // D0(Σ)

Ω1
0(M)/J dyn

m

ξm

OO

Diagram 4.1 Illustrating the construction of the homeomorphism ξm of the space of dy-
namical test one-forms and the space of initial data.

closed (see [49, pp. 34-36 ]). By construction the kernel of the map κm is the set

ker(κm) = J dyn
m :=

{
(δd+m2)F, F ∈ Ω1

0(M)
}
. (4.38)

This is useful since at the field algebra level we want to divide out fields where

the degree-one-part is of the above form to incorporate the dynamics of the theory.

We would like to find a homeomorphism between the quotient space Ω1
0(M)/J dyn

m

and D0(Σ). From a standard construction (see [49, ibid.]) we find the map ξm :

Ω1
0(M)/J dyn

m → img(κm) which is the unique bijective map such that ξm([F ]m) = κm(F )

(see [49, p. 16]). The construction is illustrated in Diagram 4.1. Now we would like to

show that img(κm) = D0(Σ) and that D0(Σ) and Ω1
0(M)/I dyn

m are homeomorphic, that

is, we need to show that ξm and ξ−1
m are continuous. We will state this in form of the

following lemma:

Lemma 4.11

Let Σ be a Cauchy surface and D0(Σ) be the space of initial data on Σ.

The spaces Ω1
0(M)/J dyn

m and D0(Σ) are homeomorphic.

Proof: 1.) First we will show that κm is surjective, that is, for every initial data (ϕ, π)

we find a corresponding F ∈ Ω1
0(M) such that (ϕ, π) = (ρ(0)GmF, ρ(d)GmF ). For this,

we explicitly construct a map ϑ : D0(Σ) → Ω1
0(M) that maps any pair (ϕ, π) to a

corresponding F .

Let (ϕ, π) ∈ D0(Σ) specify initial data on a Cauchy surface Σ. Then by Theorem

3.12 there exists a unique solution A ∈ Ω1(M) to the source free Proca equation

(δd+m2)A = 0 with the given data. Furthermore, A depends continuously on (ϕ, π).

We need to construct a compactly supported one-form F from A, such that A and GmF
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supp (A)χ

0 1

Σ+

Σ

Σ−

supp (ϕ) ∪ supp (π)

Figure 4.1 Illustrating the setup of the proof of Lemma 4.11: On the Cauchy surface Σ, ϕ
and π denote initial data of the solution A to Proca’s equation. The area marked
grey contains the support of the one-form F = −(δd+m2)χA.

determine the same initial data. First, we note that (see [6, Theorem 3.2.11])

supp (A) ⊂ J
(
supp (ϕ) ∪ supp (π)

)
. (4.39)

We choose a χ ∈ Ω1(M) such that

χ =

1, in the future of some Cauchy surface Σ+

0, in the past of some Cauchy surface Σ−
(4.40)

where Σ± are Cauchy surfaces in the future/past of the Cauchy surface Σ.

Then, by construction,

F := −(δd+m2)χA =: ϑ(ϕ, π) (4.41)

is a compactly supported one-form, since F = 0 on J+(Σ+) and J−(Σ−), hence

supp (F ) ⊂ J
(
supp (ϕ)∪ supp (π)

)
∩J−(Σ+)∩J+(Σ−) which is compact. Furthermore

we observe that, since A depends continuously on the initial data, ϑ is continuous. The

setup is illustrated in Figure 4.1. We finally want to show that GmF = A, since then

they in particular have the same initial data (ϕ, π) which would complete the proof

of surjectivity. A priori, the domain of G±m is Ω1
0(M) but we can extend its action to

one-forms that are supported in the future (or past) of some Cauchy surface, as it is

the case for (χA) which is supported in the future of Σ−. We extend the action by
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4.2 The Borchers-Uhlmann algebra as the field algebra

defining

G+
m(χA) =

∑
i

G+
mαiχA (4.42)

where αi is a partition of unity and at any point x ∈ M only for finitely many i’s

(G+
mαiχA) (x) is non-zero since J−(x)∩J+(Σ−) is compact (and for the retarded prop-

agator it holds supp (G+
mF ) ⊂ J+

(
supp (F )

)
). In the same fashion we extend the

action of G−m to act on one-forms that are supported to the past of some Cauchy

surface as it is the case for (1− χ)A:

G−m(1− χ)A =
∑
i

G+
mαi(1− χ)A . (4.43)

With this notion we find

G+
mF = −G+

m(δd+m2)χA

= −
∑
i

G+
mαi(δd+m2)χA

= −
∑
i

G+
m(δd+m2)αiχA

= −
∑
i

αiχA

= −χA . (4.44)

Also, we observe that

G−m(δd+m2)(1− χ)A = G−m (δd+m2)A︸ ︷︷ ︸
=0

−G−m(δd+m2)χA

= −G−m(δd+m2)χA

= G−mF , (4.45)

and therefore we find in the same fashion as above

G−mF = G−m(δd+m2)(1− χ)A

=
∑
i

G−mαi(δd+m2)(1− χ)A

= (1− χ)A . (4.46)
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We therefore find the result

GmF = (G−m −G+
m)F

= (1− χ)A+ χA

= A (4.47)

which completes the proof of surjectivity. That is, we have found img(κm) = D0(Σ).

2.) Now we are left to show that both ξm and ξ−1
m are continuous so that indeed ξm is

a homeomorphism.

i) By construction, ξm is continuous if and only if κm is continuous [49, Proposition

4.6], which, as we have argued, is the case.

ii) The inverse is by construction given by ξ−1
m = [·]m ◦ ϑ. As we have argued, the map

ϑ is continuous. Also by construction, the map [·]m is continuous which yields that

indeed ξ−1
m is continuous. This completes the proof. �

We will now generalize these ideas, by explicit use of the constructed maps, to the field

algebra BUm,j. First, we set the external source to vanish, j = 0. We make this explicit

in the notation by indexing the effected elements with 0 instead of j. In a second step

we will then generalize to non vanishing external sources.

On the level of BU
(
Ω1

0(M)
)
, to implement the dynamics, we divide out the ideal

generated by
(
0, (δd + m2)F ′, 0, 0, . . .

)
where F ′ ∈ Ω1

0(M). This is equivalent to the

ideal generated by =
(
0, F, 0, 0, . . .

)
, F ∈ J dyn

m . As we did on the degree-one level, we

would like to find a map Km : BU
(
Ω1

0(M)
)
→ BU(D0(Σ)) such that ker(Km) = I dyn

m,0

and then show that BUdyn
m,0 is homeomorphic to BU(D0(Σ)). We do this by lifting the

map κm to the BU-algebra: We define the map Km : BU
(
Ω1

0(M)
)
→ BU(D0(Σ)) as

a BU-algebra-homomorphism which is then completely determined by its degree wise

action:

Km : BU
(
Ω1

0(M)
)
→ BU(D0(Σ)) (4.48)

(f (0), 0, 0, . . .) 7→ (f (0), 0, 0, . . .)(
0, F, 0, 0, . . .

)
7→
(
0, κm(F ), 0, 0, . . .

)(
0, 0,

∑
i
Fi ⊗ F ′i , 0, 0, . . .

)
7→
(

0, 0,
∑

i
κm(Fi)⊗ κm(F ′i ), 0, 0, . . .

)
. . .

We will call this definition the lifting of a map from the space of test one-forms to the

BU-algebra. Before we can proceed to show homeomorphy we need to investigate some

properties of the map Km.
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Lemma 4.12

Let Σ be a Cauchy surface, D0(Σ) be the space of initial data on Σ and the

map Km : BU
(
Ω1

0(M)
)
→ BU

(
D0(Σ)

)
be as defined above. Then:

img(Km) = BU
(
D0(Σ)

)
and (4.49)

ker(Km) = I dyn
m,0 . (4.50)

Proof: 1.) As we have already shown in the proof of Lemma 4.11, κm is surjective.

Therefore, it directly follows img(Km) = BU
(
D0(Σ)

)
.

2.) We will show the equivalence of the kernel and the ideal by a two way inclusion.

i) It is obvious by construction that I dyn
m,0 ⊂ ker(Km): Let f ∈ I dyn

m,0 be arbitrary. By

definition, we can write f as a finite sum

f =
∑
i

gi · (0, Fi, 0, 0, . . .) · hi , (4.51)

where Fi ∈ J dyn
m and gi, hi ∈ BU

(
Ω1

0(M)
)
. Since Km was constructed as a homomor-

phism and ker(κm) = J dyn
m , we find

Km(f) =
∑
i

Km (gi) · (0, κm(Fi), 0, 0, . . .)︸ ︷︷ ︸
=0

·Km (hi) = 0 . (4.52)

Hence we find f ∈ ker(Km).

ii) The non-trivial part is to show ker(Km) ⊂ I dyn
m,0 :

Let f = (f (0), f (1), f (2), . . . , f (N), 0, 0, . . .) ∈ ker(Km), f (k) ∈ (Ω1
0(M))

⊗k
, be arbitrary.

With a slight abuse of notation29 we formulate the condition on f being an element

of ker(Km) by stating κm
(
f (k)
)

= 0 for all k = 1, . . . , N . We will show by induction

in n that an arbitrary homogeneous element (0, 0, . . . , f (n), 0, 0, . . .) of degree n with

κm
(
f (n)

)
= 0 can be written in the form

∑
i gi · (0, Fi, 0, 0, . . .) · hi for some gi, hi ∈

BU
(
Ω1

0(M)
)
, that is, it is an element of I dyn

m,0 . Since f can be written as a sum of those

elements, it then follows that f ∈ I dyn
m,0 . We begin the induction with the base case:

a) A homogeneous element f ′ of degree zero in the kernel of Km can be trivially shown

to be an element of I dyn
m,0 . Since it holds κm(f ′(0)) = 0 for all f ′(0) ∈ C it follows by

definition f ′(0) = 0 and, trivially, (0, 0, . . .) ∈ I dyn
m,0 .

29We abuse the notation by applying κm to a tensor product of differential forms, that is, write for
shorthand κm(

∑
i Fi ⊗Gi) =

∑
i κm(Fi)⊗ κm(Gi).
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b) For a homogeneous element f ′ of degree one in the kernel of Km we find the condition

κm(f ′(1)) = 0, or equivalently f ′(1) ∈ J dyn
m . Therefore, also (0, f ′(1), 0, 0, . . .) ∈ I dyn

m .

We can now make the induction step. The assumption is that for some n it holds for

an arbitrary f (n) ∈ (Ω1
0(M))

⊗n
with κm(f (n)) = 0 that (0, 0, . . . , f (n), 0, 0, . . .) ∈ I dyn

m,0 .

Now we look at an element of the form (0, 0, . . . , 0, f (n+1), 0, 0 . . .) where f (n+1) ∈
(Ω1

0(M))
⊗(n+1)

such that κm(f (n+1)) = 0. We can write this more explicitly for some

Fi ∈ Ω1
0(M) and some F (n)

i ∈ (Ω1
0(M))

⊗n
as

(0, 0, . . . , 0, f (n+1), 0, 0, . . .) = (0, 0, . . . ,
M∑
i=1

Fi ⊗F (n)
i , 0, 0, . . .) . (4.53)

Let V := span{F1, F2, . . . , FM} and VJ := V ∩J dyn
m define finite dimensional subspaces

of Ω1
0(M). We find a basis {F̃1, . . . , F̃µ}, µ ≤M , of VJ which we can extend to a basis

{F̃1, . . . , F̃M} of V .

With the use of this basis we can re-write

f (n+1) =
M∑
i=1

Fi ⊗F (n)
i =

M∑
i=1

F̃i ⊗ F̃ (n)
i

=

µ∑
i=1

F̃i ⊗ F̃ (n)
i +

M∑
i=µ+1

F̃i ⊗ F̃ (n)
i

=: X
(n+1)
1 +X

(n+1)
2 . (4.54)

Here, each F̃ (n)
i can be constructed as linear combinations of the F (n)

i ’s.

Now we first have a look at X
(n+1)
1 . We know by construction for i = 1, . . . , µ that

κm(F̃i) = 0. Therefore, κm(X
(n+1)
1 ) = 0. Hence, X

(n+1)
1 is already of the wanted form,

that is, we can choose gi, hi ∈ BU
(
Ω1

0(M)
)
, such that for α = 1, . . . , µ

g(0)
α = 1 (4.55)

Fα = F̃α (4.56)

h(n)
α = F̃ (n)

α (4.57)

and all remaining components of gα, hα vanish. With this we have brought the first

part into the wanted form

(0, 0, . . . , X
(n+1)
1 , 0, 0, . . .) =

µ∑
α=1

(
0, 0, . . . , F̃α ⊗ F̃ (n)

α , 0, 0, . . .
)

=

µ∑
α=1

gα · (0, Fα, 0, 0, . . .) · hα ∈ I dyn
m,0 . (4.58)
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BU
(
Ω1

0(M)
) Km //

[·]dyn
m

''

BU
(
D0(Σ)

)
Ξ−1
m

��

BUdyn
m,0

Ξm

OO

Diagram 4.2 Illustrating the construction of the homeomorphism Ξm between the source-
free dynamical field algebra and the field algebra of initial data.

Now we have a closer look at the remaining part X
(n+1)
2 . First, by construction, we

observe span
{
F̃µ+1, . . . , F̃M

}
∩J dyn

m = {0}. This implies that the κm(F̃i)’s are linearly

independent30 for i = µ+1, . . . ,M . Furthermore, since κm(X
(n+1)
1 ) = 0, κm(f (n+1)) = 0

and due to the linearity of κm, also κm(X
(n+1)
2 ) = 0. Using the linear independence we

conclude that κm(F̃ (n)
i ) = 0. Since F̃ (n)

i is of degree n and lies in the kernel of κm, we

can apply the induction assumption and find(
0, 0, . . . , F̃ (n)

i , 0, 0, . . .
)
∈ I dyn

m,0 . (4.59)

Therefore, also(
0, 0, . . . , F̃i ⊗ F̃ (n)

i , 0, 0, . . .
)

=
(

0, F̃i, 0, 0, . . .
)
·
(

0, 0, . . . , F̃ (n)
i , 0, 0, . . .

)
∈ I dyn

m . (4.60)

Now, bringing the two parts together we successfully have completed the induction:(
0, 0, . . . , f (n+1), 0, 0, . . .

)
=
(

0, 0, . . . , X
(n+1)
1 +X

(n+1)
2 , 0, 0, . . .

)
∈ I dyn

m,0 (4.61)

and, as we have argued before, therefore f ∈ I dyn
m,0 , which completes the proof. �

With these results we can, analogously to the degree-one-part, construct a homeo-

morphism. By the same argument as for the degree-one level, we find a unique map

Ξm : BUdyn
m,0 → BU

(
D0(Σ)

)
where Ξm([f ]m) = Km(f), f ∈ BU

(
Ω1

0(M)
)
. This is

again best illustrated in form of a diagram, shown in Diagram 4.2. We formulate one

important result of this thesis in form of the following lemma:

30For them to be linearly dependent we would need to find some constants zi ∈ C, for i = µ+1, . . . ,M ,
such that

∑
ziκm(F̃i) = 0. Using the linearity of κm, this yields κm(

∑
ziF̃i) = 0. This contradicts

the fact that span
{
F̃µ+1, . . . , F̃M

}
∩ J dyn

m = {0}.
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Lemma 4.13

Let m > 0 and j = 0.

The spaces BUdyn
m,0 and BU

(
D0(Σ)

)
are homeomorphic.

Proof: 1.) To show that Ξm is continuous is trivial. As we have argued when we first

introduced the map, κm is continuous. Therefore Km is continuous and hence Ξm is

continuous (again, see [49, Proposition 4.6]).

2.) As we did on the test one-form level, we directly construct the inverse Ξ−1
m as follows:

On the degree-one level we have constructed a continuous map ϑm : D0(Σ) → Ω1
0(M)

to construct ξ−1
m = [·]m ◦ ϑm. We lift the map ϑm to the map Θm : BU

(
D0(Σ)

)
→

BU
(
Ω1

0(M)
)

in the same fashion as we have lifted the map κm to Km. Then, by

construction, Θm is continuous and Θm(Km(f)) = f . We can thus conclude Ξ−1 =

[·]dyn
m

◦Θm which is continuous by construction. This completes the proof. �

With this lemma, we have successfully incorporated the dynamics of the Proca field

into our field algebra. We are left to also include the quantum nature of the fields, that

is we have to divide out the relation that implements the CCR. In BUdyn
m,0, we need to

divide out the two-sided ideal I CCR
m that is generated by elements

(
− iGm(F, F ′), 0, F⊗

F ′ − F ′ ⊗ F, 0, 0, . . .
)
. As we have already calculated in the proof of Lemma 4.6, we

can write the action of Gm(·, ·) in form of initial data (ϕ, π), (ϕ′, π′) ∈ D0(Σ) as follows:

Gm(F, F ′) = 〈π, ϕ′〉Σ − 〈ϕ, π′〉Σ , (4.62)

where (ϕ, π), (ϕ′, π′) ∈ D0(Σ) are the initial data of GmF , GmF
′ respectively. There-

fore, the ideal I CCR
m maps under Ξm to the two-sided ideal I CCR

∼ ⊂ BU
(
D0(Σ)

)
that

is generated by elements(
− i(〈π, ϕ′〉Σ − 〈ϕ, π′〉Σ), 0, (ϕ, π)⊗ (ϕ′, π′)− (ϕ′, π′)⊗ (ϕ, π), 0, 0, . . .

)
. (4.63)

With this, the following theorem follows easily.

Theorem 4.14

Let m > 0 and j = 0.

The field algebra BUm,0 is homeomorphic to BU
(
D0(Σ)

)
/I CCR
∼ .
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BU
(
Ω1

0(M)
) Km //

[·]dyn
m

''

BU
(
D0(Σ)

) [·]CCR
∼ //

[·]CCR
m ◦Ξ−1

m

''

Ξ−1
m

��

BU
(
D0(Σ)

)
/I CCR
∼

Λ−1
m

��
BUdyn

m,0 [·]CCR
m

//

[·]CCR
∼ ◦Ξm
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Ξm

OO

BUm,0

Λm

OO

Diagram 4.3 Illustrating the construction of the homeomorphy of the source-free field al-
gebra and the field algebra of initial data. Bi-directional arrows represent
homeomorphisms.

Proof: We have already argued most of what is necessary for the proof:

BUm,0 is obtained from BUdyn
m,0 by dividing out the ideal I CCR

m . This ideal maps under

Ξm one-to-one to the ideal I CCR
∼ in BU

(
D0(Σ)

)
. Intuitively, it is quite clear that if we

have two homeomorphic algebras, where in each algebra we divide out an ideal and the

two ideals are homeomorphic, we end up with two algebras that are homeomorphic. The

construction of the homeomorphism formalizes that idea. Due the the homeomorphy

of the two ideals I CCR
m and I CCR

∼ , the map [·]CCR
∼ ◦Ξm : BUdyn

m,0 → BU
(
D0(Σ)

)
/I CCR
∼ has

kernel I CCR
m . This yields the unique existence of the continuous map Λm : BUm,0 →

BU
(
D0(Σ)

)
/I CCR
∼ . The construction of the inverse Λ−1 follows analogously using the

map [·]CCR
m

◦ Ξ−1
m : BUdyn

m,0 → BU
(
D0(Σ)

)
/I CCR
∼ .

This completes the proof. �

To conclude the construction made so far, the situation is illustrated in Diagram 4.3.

So, for the case with vanishing external sources, we have found a way to compare the

field algebra at different masses with each other. This will be the starting point for the

investigation of mass dependence for j = 0 in section 4.3.1. Before we turn to this, we

first study the case where m is still fixed but we allow for external currents j 6= 0.

Assume we have given a non vanishing external current j. It is clear that the previous

construction will not generalize in a trivial fashion, since the ideal that implements the

dynamics is generated by elements
(
−〈j, F 〉M, (δd+m2)F, 0, 0, . . .

)
and it is not obvious

to find a map, similar to Km, such that the dynamical ideal is the kernel of that map.

Instead, we will show that actually the field algebra with source dependent dynamics

is homeomorphic to the field algebra with vanishing source dynamics, BUdyn
m,0
∼= BUdyn

m,j .

79



4 The Quantum Problem

Theorem 4.15 (Field algebra homeomorphy)

Let m > 0 and j ∈ Ω1(M).

The field algebras BUm,j and BUm,0 are homeomorphic.

In particular, this yields that also BUm,j and BU
(
D0(Σ)

)
/I CCR
∼ are homeomor-

phic.

Proof: The proof works in two steps:

1.) First we construct a non-trivial homeomorphism

Γm,j,ϕ : BU
(
Ω1

0(M)
)
→ BU

(
Ω1

0(M)
)
, (4.64)

where ϕm,j is a fixed solution to the classical source dependent Proca equation (δd +

m2)ϕm,j = j, by defining Γm,j,ϕ as a *-algebra-homomorphism which is then uniquely

determined by its action on homogeneous elements of degree zero and one in BU
(
Ω1

0(M)
)
.

That is, we define for any c ∈ C and F ∈ Ω1
0(M)

Γm,j,ϕ : (c, 0, 0, . . .) 7→ (c, 0, 0, . . .) (4.65)

(0, F, 0, 0, . . .) 7→ (−〈ϕ, F 〉M, F, 0, 0, . . .)

which is extended to act on arbitrary elements of BU
(
Ω1

0(M)
)

by linearity and homo-

morphy with respect to multiplication. The inverse is obviously determined by

Γ−1
m,j,ϕ : BU

(
Ω1

0(M)
)
→ BU

(
Ω1

0(M)
)

(4.66)

(c, 0, 0, . . .) 7→ (c, 0, 0, . . .)

(0, F, 0, 0, . . .) 7→ (+〈ϕ, F 〉M, F, 0, 0, . . .) .

Both Γm,j,ϕ and Γ−1
m,j,ϕ are continuous:

Trivially, the identity map c 7→ c and (0, F, 0, 0, . . .) 7→ (0, F, 0, 0, . . .) is continuous.

Furthermore (0, F, 0, 0, . . .) 7→ (±〈ϕm,j, F 〉M, 0, 0, . . .) is continuous since ϕm,j is as-

sumed fixed. Since the sum of continuous functions in continuous, (0, F, 0, 0, . . .) 7→
(±〈ϕm,j, F 〉M, F, 0, 0, . . .) is continuous. Hence, Γm,j,ϕ defines a non-trivial homeomor-

phism of BU
(
Ω1

0(M)
)
.

2.) In this second step we will show that, with respect to Γm,j,ϕ, the ideals I dyn
m and

I CCR
m are homeomorphic to I dyn

m,j and I CCR
m respectively. It suffices to show that the

generators of the source-free ideals map under Γm,j,ϕ to the corresponding generators
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4.2 The Borchers-Uhlmann algebra as the field algebra

of the source dependent ideals and vice versa. Let F ∈ Ω1
0(M), then

Γm,j,ϕ

((
0, (δd+m2)F, 0, 0, . . .

))
=
(
0, (δd+m2)F, 0, 0, . . .

)
− 〈ϕm,j, (δd+m2)F 〉M · 1BU

=
(
0, (δd+m2)F, 0, 0, . . .

)
− 〈(δd+m2)ϕm,j, F 〉M · 1BU

=
(
− 〈j, F 〉M, (δd+m2)F, 0, 0, . . .

)
. (4.67)

So the generators for the dynamics transform in the desired way. For the commutation

relations we first decompose:

(
− iGm(F, F ′), 0, F ⊗ F ′ − F ′ ⊗ F, 0, 0, . . .

)
=
(
− iGm(F, F ′), 0, 0, . . .

)
(4.68)

+
(
0, F, 0, 0, . . .

)
·
(
0, F ′, 0, 0, . . .

)
−
(
0, F ′, 0, 0, . . .

)
·
(
0, F, 0, 0, . . .

)
and therefore obtain

Γm,j,ϕ

((
− iGm(F, F ′),0, F ⊗ F ′ − F ′ ⊗ F, 0, 0, . . .

))
=
(
− iGm(F, F ′), 0, 0, . . .

)
+
(
− 〈ϕm,j, F 〉M, F, 0, 0, . . .

)
·
(
− 〈ϕm,j, F ′〉M, F ′, 0, 0, . . .

)
−
(
− 〈ϕm,j, F ′〉M, F ′, 0, 0, . . .

)
·
(
− 〈ϕm,j, F 〉M, F, 0, 0, . . .

)
=
(
− iGm(F, F ′), 0, F ⊗ F ′ − F ′ ⊗ F, 0, 0, . . .

)
. (4.69)

It is straightforward to check in a completely analogous fashion that the generators of

the source-dependent ideal map under Γ−1
m,j,ϕ to the generators of the source-free ideal.

In conclusion, we find that, with respect to Γm,j,ϕ, the ideals Im,j and Im,0 are indeed

homeomorphic. By the same argument as used in Theorem 4.14, that is if we divide

out two ideals that are homeomorphic the resulting algebras are homeomorphic, we

find that BUm,j and BUm,0 are homeomorphic. The implication that then BUm,j and

BU
(
D0(Σ)

)
/I CCR
∼ are homeomorphic follows trivially using Theorem 4.14. �

To conclude all of the construction made so far, the final algebraic structure is illus-

trated in Diagram 4.4. Here, Ψm,j,ϕ is the homeomorphism constructed implicitly in

the proof of Theorem 4.15. Given an observable of the source free theory φm,0(F ), we

obtain

Ψm,j,ϕ(φm,0(F )) =
[
Γm,j,ϕ(0, F, 0, 0, . . .)

]
m,j

=
[
(−〈ϕm,j, F 〉M, F, 0, 0, . . .)

]
m,j

= −〈ϕm,j, F 〉M · 1BUm,j + φm,j(F ) . (4.70)
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BU(D0(Σ))
[·]CCR
∼ //

Ξ−1
m

��

BU(D0(Σ))/I CCR
∼

Λ−1
m

��
BU
(
Ω1

0(M)
) [·]dyn

m,0 //

Γm,j,ϕ

��

Km

77

BUdyn
m,0

[·]CCR
m,0 //

Ξm

OO

��

BUm,0

Ψm,j,ϕ

��

Λm

OO

BU
(
Ω1

0(M)
)

[·]dyn
m,j

//

Γ−1
m,j,ϕ

OO

BUdyn
m,j [·]CCR

m,j

//

OO

BUm,j

Ψ−1
m,j,ϕ

OO

Diagram 4.4 Overview of the final algebraic structure and connections between the field
algebras. Bi-directional arrows represent homeomorphisms.

Hence we can easily check that, given an observable φm,0(F ) that solves the source-free

field equations φm,0
(
(δd+m2)F

)
= 0 , and fulfills the commutation relations, we obtain

by

φm,j(F ) = 〈ϕm,j, F 〉M · 1BUm,j + Ψm,j,ϕ

(
φm,0(F )

)
(4.71)

an observable that clearly solves the source-dependent field equations and fulfills the

commutation relations:

φm,j((δd+m2)F ) = 〈ϕ, (δd+m2)F 〉M · 1BUm,j + Ψm,j,ϕ

(
φm,0

(
(δd+m2)F

))︸ ︷︷ ︸
=0

= 〈j, F 〉M · 1BUm,j (4.72)

and

[φm,j(F ), φm,j(F
′)] = Ψm,j,ϕ

(
[φm,0(F ), φm,0(F ′)]

)
= iGm(F, F ′) · 1BUm,j . (4.73)

This concludes our investigation of the field algebra for a fixed mass. With the results

of this section, we are able to define a notion of continuity with respect to the mass of

the theory and investigate the zero mass limit.
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4.3 Mass dependence and the zero mass limit

In this section we will present one of the main results of this thesis, that is, we will

formulate a notion of continuity of the field theory with respect to a change of the

mass and study the zero mass limit. We will study existence of the limit, split into two

parts, one for the case of vanishing external sources in Section 4.3.1 and one for the

general case with sources in Section 4.3.2. Then, we study the algebraic relations and

the dynamics of the fields in the zero mass limit in Section 4.3.3. At given points, we

compare our results with the theory of the quantum Maxwell field in curved spacetimes

as studied in [46, 40].

In order to investigate the zero mass limit we need Assumption 3.13 to hold. As in

the classical theory, this ensures the continuity of the propagators with respect to the

mass. This assumption is also essential for the quantum case. We observe that for

every m we obtain a different field algebra BUm,j, since both the dynamics and the

commutation relations that we implement depend on the mass. The problem is first

to find a notion of comparing the Proca fields at different masses with each other. As

we have hinted in section 4.2.3, we could use the semi-norms

qm,α([f ]m) = inf
{
pα(g) : g ∈ [f ]m

}
(4.74)

to define a notion of continuity of the theory with respect to the mass m. We could

define that a function η : R+ →
⋃
m BUm,j, such that η(m0) ∈ BUm0,j, is called

continuous if and only if the map m 7→ qα,m
(
η(m)

)
is continuous for all α with respect

to the standard topology in R. While this definition seems appropriate, we could not,

despite much time and effort spent, prove that for a fixed F ∈ BU
(
Ω1

0(M)
)

the map

m 7→ φm([F ]m) is continuous in the above sense, not even in the simpler case j = 0.

But this is certainly a map that we would like to be continuous: If we fix a test function

F that we smear the field φm with and vary the mass continuously, we certainly want

the observable φm([F ]m) to vary continuously as well. Even at the more simple one-

particle level of Ω1
0(M), where we can formulate an equivalent notion of continuity

for compactly supported one-forms that incorporate the dynamics in the source free

case, that is, one-forms that are of the form F = (δd + m2)F ′ for some F ′ ∈ Ω1
0(M),

we were not able to prove that the equivalence classes [F ]m vary continuously with

respect to the continuity formulated using semi-norms on the quotient space. It might

be a problem worth tackling with more sophisticated mathematical methods. Another

approach of formulating a notion of continuity is to use the C*-Weyl algebra rather

then the BU-algebra. Being a normed algebra, the Weyl algebra seems suited for the

investigation of the zero mass limit at first but, as it turns out, this is not the case as

discussed in Appendix A. We will now turn to a formulation of continuity that we were
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able to show to have the desired behavior for fixed test functions F .

4.3.1 Existence of the limit in the current-free case

Of course we would like to make use of the constructed homeomorphisms to formulate

a notion of continuity. And since we have found for every mass m that BUm,0 is

homeomorphic to BU
(
D0(Σ)

)
/I CCR
∼ , we can map a family of elements {fm}m, such that

for every m it holds fm ∈ BUm,0, to a family in the algebra BU
(
D0(Σ)

)
/I CCR
∼ . Here,

we have a natural sense of continuity given by the topology. We state this important

result in form of the following definition:

Definition 4.16 (Continuity of a family of observables with respect to

the mass)

Let Km : BU
(
Ω1

0(M)
)
→ BU(D0(Σ)) and Λm : BUm,0 → BU(D0(Σ))/I CCR

∼ be as

defined in section 4.2.3. We call a function

η : R+ →
⋃
m

BUm,0 (4.75)

m 7→ ηm ∈ BUm,0

continuous if the map

η̃ : R+ → BU
(
D0(Σ)

)
/I CCR
∼ (4.76)

m 7→ Λm(ηm)

is continuous.

Equivalently, one can identify ηm = [fm]m,0 for some family {fm}m ⊂ BU
(
Ω1

0(M)
)

and define the map η to be continuous if the map

η̂ : R+ → BU
(
D0(Σ)

)
/I CCR
∼ (4.77)

m 7→ [Km(fm)]CCR
∼

is continuous. The latter will actually be the more practical definition.

As an example, and also to check that this notion of continuity has the desired prop-

erties, we check that the map η : m 7→ φm(F ) is continuous for a fixed F ∈ Ω1
0(M):

According to the above definition, η is continuous if

η̃ : m 7→ [(0, κm(F ), 0, 0, . . .)]CCR
∼ (4.78)
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is continuous in BU
(
D0(Σ)

)
/I CCR
∼ . Recall that

κm : Ω1
0(M)→ D0(Σ) (4.79)

F 7→ (ρ(0)GmF, ρ(d)GmF )

and

Gm =

(
dδ

m2
+ 1

)
Em . (4.80)

By Assumption 3.13 and using that the operators ρ(·) are continuous, we find that

m 7→ κmF is continuous in m > 0 for any fixed test one-form F . By construction,

the map [·]CCR
∼ is continuous and does not depend on m. Therefore, η̃ is continuous

and thus η is continuous in the above sense. We indeed find the desired property of

continuously varying quantum fields with respect to the mass! Additionally, we find

for a fixed F ∈ Ω1
0(M) and the corresponding field φm(F ) that the notion of continuity

is independent of the choice of the Cauchy surface Σ, since κm(F ) is continuous in m

for any Cauchy surface.

The notion of continuity defined in Definition 4.16 therefore seems appropriate, and,

at least for a field φm(F ), is independent of the choice of the Cauchy surface. We

therefore will from now on identify a field φm with its initial data formulation φm(F ) =[(
0, κm(F ), 0, 0, . . .

)]CCR

∼ and also view the propagator Gm(·, ·) as a map on initial data

as explained in Lemma 4.6. But is the notion in general independent of the choice of

the Cauchy surface Σ? To some extent, we can answer this positively:

Lemma 4.17

Let Σ, Σ′ be Cauchy surfaces, a, b ∈ R+ arbitrary. Let {fm}m be a family in

BU
(
Ω1

0(M)
)
. Then

η(Σ) : [a, b]→ BU(D0(Σ))/I CCR,Σ
∼ , m 7→

[
K(Σ)
m (fm)

]CCR,Σ

∼

is continuous if and only if

η(Σ′) : [a, b]→ BU(D0(Σ′))/I CCR,Σ′
∼ , m 7→

[
K(Σ′)
m (fm)

]CCR,Σ′

∼

is continuous. That means, the notion of continuity defined in Definition 4.16

is independent of the choice of the Cauchy surface Σ for m being an element of

a compact set.
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Proof: Let Σ,Σ′ be Cauchy surfaces and {fm}m be a family in BU
(
Ω1

0(M)
)
.

In this proof we will make the dependence on the Cauchy surfaces Σ,Σ′ of the maps

introduced so far explicit, that is, we will write κ
(Σ)
m , κ

(Σ′)
m for the map that maps to

initial data on Σ and Σ′ respectively.

1.) The ⇒-direction: First, we want to show that if the map m 7→
[
K

(Σ)
m (fm)

]CCR,Σ

∼
is continuous, then also m 7→

[
K

(Σ′)
m (fm)

]CCR,Σ′

∼ is continuous. Using the homeo-

morphisms defined in Section 4.2.3, recall for example the diagrammatic overview in

Diagram 4.4, we identify

m 7→
[
K(Σ′)
m (fm)

]CCR,Σ′

∼ =
(

Λ(Σ′)
m

◦
(
Λ(Σ)
m

)−1
)([

K(Σ)
m (fm)

]CCR,Σ

∼

)
. (4.81)

We split this up into the map

(m,m′) 7→
(

Λ(Σ′)
m

◦
(
Λ(Σ)
m

)−1
)([

K
(Σ)
m′ (fm′)

]CCR,Σ

∼

)
(4.82)

and show that it is continuous both in m and m′ using the assumption that m 7→[
K

(Σ)
m (fm)

]CCR,Σ

∼ is continuous. We will then use the Banach-Steinhaus theorem to

show joint continuity.

a) Let m be fixed.

By assumption, m′ 7→
[
K

(Σ)
m′ (fm′)

]CCR,Σ

∼ is continuous. Furthermore, both Λ
(Σ′)
m and(

Λ
(Σ)
m

)−1

are continuous for a fixed m since they were shown to be homeomorphisms,

see Lemma 4.13.

Consequently, the map

m′ 7→
(

Λ(Σ′)
m

◦
(
Λ(Σ)
m

)−1
)([

K
(Σ)
m′ (fm′)

]CCR,Σ

∼

)
(4.83)

is continuous for fixed m.

b) Now assume m′ to be fixed.

We identify
[
K

(Σ)
m′ (fm′)

]CCR,Σ

∼ =
[
ψ
]CCR,Σ

∼ for some ψ ∈ BU(D0(Σ)). We will let that

initial data propagate with mass m to the Cauchy surface Σ′ by

[ψ]CCR,Σ
∼ 7→

(
Λ(Σ′)
m

◦
(
Λ(Σ)
m

)−1
)(

[ψ]CCR,Σ
∼

)
. (4.84)

Recall that we have explicitly constructed the homeomorphisms and their inverses in

Section 4.2.3 using the map ϑ
(Σ)
m : D0(Σ) → Ω1

0(M) which mapped initial data to a

compactly supported test one-form F such that GmF is a solution to Proca’s equation

with these data. This map was shown to be continuous. Furthermore, ϑ
(Σ)
m is continuous

in m:

For fixed initial data ψ = (ϕ, π) ∈ D0(Σ), a solution Am ∈ Ω1(M) to (δd+m2)Am = 0
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with the given data was uniquely specified by, see Theorem 3.12:

〈Am, F 〉M = 〈ϕ, ρ(d)GmF 〉Σ − 〈π, ρ(0)GmF 〉Σ (4.85)

which by Assumption 3.13 depends continuously on m. Furthermore, we defined

ϑ
(Σ)
m (ϕ, π) = −(δd + m2)χAm which is hence continuous in m. Thus, the map ϑ

(Σ)
m

is continuous in m. We lifted ϑ
(Σ)
m to the map Θ

(Σ)
m : BU

(
D0(Σ)

)
→ BU

(
Ω1

0(M)
)

which

is then by construction also continuous in m and we find(
Λ(Σ′)
m

◦
(
Λ(Σ)
m

)−1
)(

[ψ]CCR,Σ
∼

)
=
[(
K(Σ′)
m

◦Θ(Σ)
m

)(
ψ
)]CCR,Σ′

∼ (4.86)

is continuous in m.

Therefore the map (m,m′) 7→
(

Λ
(Σ′)
m ◦

(
Λ

(Σ)
m

)−1 )([
K

(Σ)
m′ (fm′)

]CCR,Σ

∼

)
is separately con-

tinuous. In order to obtain the wanted result, we need to show joint continuity.

We have shown that {Tm}m, where

Tm : BU(D0(Σ))/I CCR,Σ
∼ → BU(D0(Σ′))/I CCR,Σ′

∼ (4.87)

Tm = Λ(Σ′)
m

◦
(
Λ(Σ)
m

)−1

is a family of continuous linear mappings, with continuous linear inverse, which is

point-wise continuous in m. Therefore, for any a, b ∈ R+ the family {Tm}m∈[a,b] is

point-wise bounded, that is for any ψ ∈ BU(D0(Σ)) the set
{
Tm([ψ]CCR,Σ

∼ ) : m ∈ [a, b]
}

is bounded.

Since BU(D0(Σ)) is barreled (see Lemma B.4) and the ideal I CCR
∼ was shown to be

a closed subspace in Section 4.2.3, the quotient BU(D0(Σ))/I CCR,Σ
∼ is barreled (c.f.

[49, Proposition 33.1]). Using the Banach-Steinhaus theorem (see for example [49,

Theorem 33.1]), we find that {Tm}m∈[a,b] is equicontinuous, that is, for all m ∈ [a, b]

and all open W ⊂ BU(D0(Σ′))/I CCR,Σ′
∼ , there is a open U ⊂ BU(D0(Σ))/I CCR,Σ

∼ such

that Tm(U) ⊂ W .

From this, joint continuity follows: Since we have shown that m 7→
[
K

(Σ)
m (fm)

]
=: τ(m)

is continuous, we find a open V ⊂ [a, b] such that τ(V ) ⊂ U . Ergo, we find that for

all open W ⊂ BU(D0(Σ))/I CCR,Σ
∼ , there is a open V ⊂ [a, b] such that (T ◦ τ)(V ) ⊂

W . Therefore, the map m 7→ (T ◦ τ)(m) =
(

Λ
(Σ′)
m ◦

(
Λ

(Σ)
m

)−1 )([
K

(Σ)
m (fm)

]CCR,Σ

∼

)
is

continuous for m ∈ [a, b].

2.) The ⇐-direction: Using that Λ
(Σ)
m and Λ

(Σ)
m are homeomorphisms, the map Tm

introduced above possesses a continuous linear inverse which depends continuously on

m, hence, the above proof works analogously in the other direction, interchanging Σ

and Σ′. �
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With this notion of continuity at our disposal, we are ready to investigate one of the

main questions of this thesis: Does the zero mass limit of the quantum Proca field

theory in curved spacetimes exist for the case j = 0? To phrase this more specifically:

Let j = 0. For which F ∈ Ω1
0(M), if any, does the limit

lim
m→0+

(
φm,0(F )

)
exist with the notion of continuity defined in Definition 4.16?

Using the above notion of continuity, the question of interest is if the limit

lim
m→0+

φm,0(F ) = lim
m→0+

[(
0, κm(F ), 0, 0, . . .

)]CCR

∼ (4.88)

exists. We recall the definitions

κm(F ) = (ρ(0)GmF, ρ(d)GmF ) (4.89)

and

GmF =

(
dδ

m2
+ 1

)
EmF . (4.90)

In order to precisely answer this question, we find that the existence of the desired

limit is equivalent to the existence of the corresponding classical limit as stated in the

following lemma:

Lemma 4.18

Let j = 0, F ∈ Ω1
0(M) be fixed and assume Assumption 3.13 holds. The

following statements are equivalent:

(i) The limit lim
m→0+

φm,0(F ) = lim
m→0+

[(
0, κm(F ), 0, 0, . . .

)]CCR

∼ exists.

(ii) The limit lim
m→0+

(
0, κm(F ), 0, 0, . . .

)
exists.

(iii) The limit lim
m→0+

GmF exists.

(iv) The limit lim
m→0+

1
m2dδEmF exists.

Proof: The nontrivial part is to show the equivalence of the first two statements:
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1.) a) (ii) =⇒ (i) is obvious, since [·]CCR
∼ is continuous and does not depend on

the mass. So if
(
0, κm(F ), 0, 0, . . .

)
is continuous, so is

[(
0, κm(F ), 0, 0, . . .

)]CCR

∼ . This

yields the existence of the corresponding limit.

b) (i) =⇒ (ii) is highly non-trivial and most of the work needed to show this is put in

the appendix in form of Lemma B.5. Assume that
[(

0, κm(F ), 0, 0, . . .
)]CCR

∼ specifies

a continuous family of algebra elements and that the corresponding zero mass limit

exists. This implies that there is a family {g̃m}m ⊂ I CCR
∼ such that

(
0, κm(F ), 0, 0, . . .

)
+ g̃m (4.91)

specifies a continuous family. Note that this does not imply that neither g̃m nor(
0, κm(F ), 0, 0, . . .

)
specify continuous families by themselves. In this context, con-

tinuity is as always assumed to be continuity in m. By Lemma B.5, we can decompose

this continuous family into a sum of a continuous family of symmetric elements and a

continuous family of elements in the ideal I CCR
∼ , that is,

(
0, κm(F ), 0, 0, . . .

)
+ g̃m = fm,sym + gm (4.92)

where gm ∈ I CCR
∼ and both gm and fm,sym specify continuous families of algebra el-

ements. An element in the BU-algebra of initial data is called symmetric if it is

symmetric in every degree. Therefore,

(
0, κm(F ), 0, 0, . . .

)
− fm,sym = (gm − g̃m) (4.93)

specifies a symmetric element, since the sum, respectively the difference, of two sym-

metric elements is again symmetric. We conclude that (gm− g̃m) ∈ I CCR
∼ is symmetric.

By definition, we can write an element in the ideal I CCR
∼ as a finite sum

gm − g̃m =
k∑
i=1

hi ·
(
− iGm(ψi, ψ

′
i), 0, ψi ⊗ ψ′i − ψ′i ⊗ ψi, 0, 0, . . .

)
· h̃i (4.94)

for some k ∈ N, hi, h̃i ∈ BU(D0(Σ)) and ψi, ψ
′
i ∈ D0(Σ). Writing ψi = (ϕi, πi) we have

used for shorthand notation Gm(ψi, ψ
′
i) = 〈πi, ϕ′i〉Σ − 〈ϕi, π′i〉Σ. Furthermore, we have

dropped the mass dependence of the summands for clarity, as we are not using it in the

following. Since gm − g̃m is symmetric, in particular its highest degree (gm − g̃m)(N),

for some N ∈ N, is symmetric. We can write the highest degree explicitly, using the

above representation,

(gm − g̃m)(N) =
k∑
i=1

h
(Ni)
i φ

(2)
i h̃

(Ñi)
i , (4.95)
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4 The Quantum Problem

such that Ni + Ñi = N − 2 for every i = 1, 2, . . . , k. Additionally, we have introduced

φ
(2)
i = ψi⊗ψ′i−ψ′i⊗ψi as yet another shorthand notation. As usual, h

(Ni)
i ∈ (D0(Σ))⊗Ni

denotes the degree-Ni part of hi ∈ BU(D0(Σ)). By definition, the φ
(2)
i ’s are fully anti-

symmetric, that is, φ
(2)
i (p, q) = −φ(2)

i (q, p) for any p, q ∈ Σ. Since (gm − g̃m)(N) is

symmetric, it is invariant under arbitrary permutations of its arguments, that is, for

any permutation σ of {1, 2, . . . , N} it holds

(gm − g̃m)(N)(p1, p2, . . . , pN) = (gm − g̃m)(N)(pσ(1), pσ(2), . . . , pσ(N)) . (4.96)

Introducing the permutation operator Pσ : (D0(Σ))⊗N → (D0(Σ))⊗N by defining

(Pσf
(N))(p1, p2, . . . , pN) = f (N)(pσ(1), pσ(2), . . . , pσ(N)) we conclude in a short hand no-

tation

(gm − g̃m)(N) =
1

N !

∑
σ

Pσ(gm − g̃m)(N)

=
1

N !

∑
σ

Pσ

k∑
i=1

h
(Ni)
i φ

(2)
i h̃

(Ñi)
i

=
1

N !

k∑
i=1

∑
σ

Pσ
(
h

(Ni)
i φ

(2)
i h̃

(Ñi)
i

)
. (4.97)

In the last step we used that Pσ is by construction linear, and that, since both sums

are finite, we can rearrange the summands in the desired way. We find for any (fixed)

i = 1, 2, . . . , k ∑
σ

Pσ
(
h

(Ni)
i φ

(2)
i h̃

(Ñi)
i

)
= 0 (4.98)

since to every permutation σ there exist another permutation that differs from σ by a

swap of the Ni+1 and Ni+2 index. Because φ
(2)
i is fully anti-symmetric, the correspond-

ing terms will cancel. Hence, all the summands in the sum over all permutations will

cancel pair-wise, using the anti-symmetry of φ(2). We can thus conclude

(gm − g̃m)(N) = 0 , (4.99)

which is a contradiction, because we have assumed the degree N to be the highest

degree of (gm − g̃m). Therefore, it must hold (gm − g̃m) = 0. Concluding, we have

shown that the only fully symmetric element in the ideal I CCR
∼ is the zero element.

From this we can straightforwardly conclude

g̃m = gm specifies continuous family, (4.100)

=⇒
(
0, κm(F ), 0, 0, . . .

)
= fm,sym specifies continuous family, (4.101)
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4.3 Mass dependence and the zero mass limit

which completes the proof of 1 b).

2.) The equivalence of (ii) and (iii) was mostly shown in Lemma 3.14.

a) (iii) =⇒ (ii):

Assume lim
m→0+

GmF exists. Then, the limit lim
m→0+

κm(F ) = lim
m→0+

(ρ(d)GmF, ρ(0)GmF )

exists, since convergence in the direct sum topology on Ω1
0(Σ) ⊕ Ω1

0(Σ) means con-

vergence in every component and the operators ρ(·) are continuous. Then, since

convergence in the BU-algebra means convergence in every degree, clearly, the limit

lim
m→0+

(
0, κm(F ), 0, 0, . . .

)
exists.

b) (ii) =⇒ (iii):

Assume that lim
m→0+

(
0, κm(F ), 0, 0, . . .

)
exists. Since convergence in the BU-algebra

means convergence in every degree, we conclude that lim
m→0+

κm(F ) exists. Recall,

κm(F ) = (ρ(0)GmF, ρ(d)GmF ) ∈ D0(Σ), and also here convergence means conver-

gence in every component, hence lim
m→0+

ρ(0)GmF and lim
m→0+

ρ(d)GmF exist. According

to Lemma 3.14 this yields that lim
m→0+

GmF exists.

3.) The equivalence of (iii) and (iv) was already proven in the classical chapter, see

Lemma 3.14. �

With this lemma, we have found quite a remarkable result: The existence of the zero

mass limit of the quantum Proca field theory in curved spacetimes is purely determined

by its classical properties!

With this result, we can now quite easily find an answer to our original question,

that is, explicitly find test functions F ∈ Ω1
0(M) such that the limit lim

m→0+
φm,0(F ), or

equivalently, lim
m→0+

1
m2dδEmF exists. We have already investigated this in the classical

section, therefore, we directly find the following lemma which we will later tighten to

the main result as stated in Theorem 4.20.

Lemma 4.19

Let F ∈ Ω1
0(M) and j = 0. Then,

the limit lim
m→0+

φm,0(F ) exists if and only if F = F ′ + F ′′,

where F ′, F ′′ ∈ Ω1
0(M) such that dF ′ = 0 = δF ′′.

Proof: According to Lemma 4.18, the desired limit lim
m→0+

φm,0(F ) exists if and only if

lim
m→0+

1
m2dδEmF exists. Using Lemma 3.14 together with Lemma 3.15 we find that this

is equivalent to F being a sum of a closed and a co-closed test one-form. �
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4 The Quantum Problem

From a formal point of view we have completely classified those test one-forms for which

the zero mass limit exists. But it turns out that, just like in the classical case, we can

tighten the result even more, by observing that closed test one-forms F ∈ Ω1
0(M), such

that dF = 0, do not contribute to the observables φm,0(F ) for the source free case. We

therefore may restrict the class of test-functions that we smear the fields φm,0 with to

the test one-forms modulo closed test one-forms, analogously to the classical case. This

yields the final result of this section:

Theorem 4.20 (Existence of the zero mass limit in the source free

case)

Let j = 0 and F, F ′ ∈ Ω1
0(M) such that [F ] = [F ′], that is, there is a χ ∈

Ω1
0,d(M) such that F = F ′ + χ. Then,

κm(F ) = κm(F ′) =: κm([F ]) and hence

φm,0(F ) = φm,0(F ′) =: φm,0([F ]) ,

and

the limit lim
m→0+

φm,0([F ]) := lim
m→0+

[(
0, κm([F ]), 0, 0, . . .

)]CCR

∼ exists

if and only if there exists a representative F̃ of [F ] with δF̃ = 0.

Furthermore, the existence of the limit is independent of the choice of the

Cauchy surface Σ.

Proof: Recall from Theorem 3.16 that for closed one-forms F ∈ Ω1
0,d(M) it holds

GmF = 0, which directly yields κm(F ) = 0 and hence φm,0(F ) = 0. Ergo, due to

the linearity of the fields, two test one-forms that differ by a closed test one-form give

rise to the same physical observable. Therefore, we can, without losing any observables,

divide out the test one-forms that are closed.

By Lemma 4.19 we know that the limit exists if and only if F is a sum of a closed and

a co-closed test one-form. Hence, the proof of the existence of the limit lim
m→0+

φm,0([F ])

follows in complete analogy to the proof of Theorem 3.16, that is, basically showing

that

Ω1
0,d(M) + Ω1

0,δ(M)

Ω1
0,d(M)

∼= Ω1
0,δ(M) . (4.102)

For the second part, let F ∈ Ω1
0,δ(M) be a co-closed test one-form. Then it is clear the
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4.3 Mass dependence and the zero mass limit

corresponding limit lim
m→0+

[(
0, κm(F ), 0, 0, . . .

)]CCR

∼ exists regardless of the choice of the

Cauchy surface, since GmF = EmF and the ρ
(Σ)
(·) are continuous for any Cauchy surface

Σ. Furthermore, as already argued, for a fixed F ∈ Ω1
0(M), continuity of the map

m 7→ φm(F ) =
[(

0, κm(F ), 0, 0, . . .
)]CCR

∼ is independent of the choice of the Cauchy

surface since for two Cauchy surfaces Σ,Σ′ both m 7→ κ
(Σ)
m (F ) and m 7→ κ

(Σ′)
m (F ) are

continuous. Therefore, the statements in Lemma 4.18 are independent of the choice of

the Cauchy surface Σ. �

We find that it is sufficient as well as necessary for the mass zero limit to exist in the

source free case to restrict to co-closed test one-forms. And just as in the classical case,

as discussed in Section 3.3.1, this implements the gauge equivalence of the Maxwell

theory at the classical level. But also in the quantization of the vector potential of the

Maxwell theory, restricting to co-closed test one-forms F is a way to implement the

gauge equivalence is the theory as presented in [46] or [24]. Hence also in the quantum

case, the limit exists only if we implement the gauge equivalence! Before we investigate

the algebraic structures of the zero mass limit fields, we discuss the existence of the

limit in the general case, including external sources.

4.3.2 Existence of the limit in the general case with current

In this next step we would like to include non vanishing external currents j 6= 0. So

far, most of the quantum investigation, in particular the construction of a notion of

continuity of the theory with respect to the mass, has been done for the source-free

case j = 0. So before we can investigate a zero mass limit for the general theory, we

need to again find a notion of continuity for the general field algebra with respect to

the mass m. Fortunately, we can make use of the existent notion, since we have already

constructed a homeomorphism of the general field algebra BUm,j and the BU-algebra

of initial data BU
(
D0(Σ)

)
/I CCR
∼ in Section 4.2.3. This homeomorphism was constructed

using a classical solution ϕm,j to the inhomogeneous Proca equation (δd+m2)ϕm,j = j.

Recalling the algebraic structure (see Diagram 4.4) we can formulate a natural notion

of continuity analogously to the source free case.

Definition 4.21 (Continuity of a family of observables with respect to

the mass)

Let j ∈ Ω1(M) be fixed. Let Km, Γm,j,ϕ, Ψm,j,ϕ and Λm be defined as in Section

4.2.3, and let {ϕm,j}m specify a continuous family of classical solutions to the

inhomogeneous Proca equation (δd+m2)ϕm,j = j.
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4 The Quantum Problem

We call a function

η : R+ →
⋃
m

BUm,j (4.103)

m 7→ ηm ∈ BUm,j

continuous if the map

η̃ : R+ → BU
(
D0(Σ)

)
/I CCR
∼ (4.104)

m 7→
(
Λm ◦Ψ−1

m,j,ϕ

)
(ηm)

is continuous.

Equivalently, one can identify ηm = [fm]m,j for some family {fm}m ⊂ BU
(
Ω1

0(M)
)

and define the map η to be continuous if the map

η̂ : R+ → BU
(
D0(Σ)

)
/I CCR
∼ (4.105)

m 7→
[(
Km ◦ Γ−1

m,j,ϕ

)
(fm)

]CCR

∼

is continuous. The latter will again be the more practical definition.

First, we again would like to check if, with that notion of continuity, the map m 7→
φm,j(F ) is continuous for a fixed F ∈ Ω1

0(M). Hence, we need to check whether m 7→[(
Km ◦ Γ−1

m,j,ϕ

)(
(0, F, 0, 0, . . .)

)]CCR

∼ is continuous. Assume we have fixed a classical

solution ϕm,j ∈ Ω1(M) by specifying vanishing initial data on the Cauchy surface Σ.

Shortly, we will show that the notion of continuity does not depend on the choice of

the classical solution ϕm,j, so we can indeed chose arbitrary initial data without loss of

generality. According to Theorem 3.12, the solution is then specified by

〈ϕm,j, F 〉 =
∑
±

〈j, G∓mF 〉Σ± . (4.106)

For m > 0, this clearly depends continuously on m. We therefore find

(
Km ◦ Γ−1

m,j,ϕ

) (
(0, F, 0, 0, . . .)

)
= Km

((∑
±

〈j, G∓mF 〉Σ± , F, 0, 0, . . .
))

=
(∑
±

〈j, G∓mF 〉Σ± , κm(F ), 0, 0, . . .
)
, (4.107)

which again is continuous in m. Since [·]CCR
∼ does not depend on the mass, we find that

m 7→ φm,j(F ) is continuous. Therefore, the notion of continuity seems appropriate!

We have yet to check that the notion is independent of the choice of the Cauchy surface
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4.3 Mass dependence and the zero mass limit

Σ and the classical solution ϕm,j.

Lemma 4.22

Let Σ, Σ′ be Cauchy surfaces, {ϕm,j}m specify a continuous family of classical

solutions to the inhomogeneous Proca equation and a, b ∈ R+ be arbitrary. Let

{fm}m be a family in BU
(
Ω1

0(M)
)
. Then

η(Σ) : [a, b]→ BU(D0(Σ))/I CCR
∼ , m 7→

[(
K(Σ)
m
◦ Γ−1

m,j,ϕ

)(
fm
)]CCR,Σ

∼

is continuous if and only if

η(Σ′) : [a, b]→ BU(D0(Σ′))/I CCR
∼ , m 7→

[(
K(Σ′)
m

◦ Γ−1
m,j,ϕ

)(
fm
)]CCR,Σ′

∼

is continuous. That means, the notion of continuity defined in Definition 4.21

is independent of the choice of the Cauchy surface Σ for m being an element

of a compact set. Furthermore, the notion of continuity is independent of the

choice of the classical solutions {ϕm,j}m.

Proof: Note that both Km and Γm,j,ϕ are defined as BU-algebra-homomorphisms. Fur-

thermore, since they act on homogeneous elements of degree zero as the identity map,

the statement clearly holds for those elements. Since every BU-algebra element can

be decomposed into a sum of products of homogeneous degree zero and degree one

elements, it suffices to prove the statement for homogeneous elements of degree one.

Let {Fm}m be a family in Ω1
0(M) specifying a family {fm}m = {(0, Fm, 0, 0, . . .)}m

of BU-algebra elements. Let a, b ∈ R+ and Σ,Σ′ be Cauchy surfaces. The map

η : [a, b] → BUm,j, η : m → ηm = [fm]m,j is assumed to be continuous in the sense

that

m 7→
[(
K(Σ)
m
◦ Γ−1

m,j,ϕ

)
(fm)

]CCR,Σ

∼ (4.108)

is continuous. We calculate

[(
K(Σ)
m
◦Γ−1

m,j,ϕ

)(
(0, Fm, 0, 0, . . .)

)]CCR,Σ

∼

=
[
K(Σ)
m

(
(−〈ϕm,j, Fm〉M, Fm, 0, 0, . . .)

)]CCR,Σ

∼

= 〈ϕm,j, Fm〉M ·
[
1BU(D0(Σ))

]CCR,Σ

∼ +
[(

0, κm(Fm), 0, 0, . . .
)]CCR,Σ

∼ . (4.109)

We note that, using Lemma 4.17, the continuity of m 7→
[(

0, κm(Fm), 0, 0, . . .
)]CCR,Σ

∼
is independent of the choice of the Cauchy surface Σ for m ∈ [a, b]. Moreover, it is
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obvious that the continuity of m 7→ 〈ϕm,j, Fm〉M ·
[
1BU(D0(Σ))

]CCR,Σ

∼ is also independent

of the choice of Σ since it is determined by the continuity of m 7→ 〈ϕm,j, Fm〉M which

is independent of the Cauchy surface Σ. Ergo, the defined notion of continuity is

independent of the choice of the Cauchy surface Σ as long as m ∈ [a, b].

Now, we can check if the notion depends on the choice of the classical solution ϕm,j.

Let {ϕm,j}m and
{
ϕ′m,j

}
m

specify continuous families of classical solutions to the in-

homogeneous Proca equation and assume that

m 7→
[(
K(Σ)
m
◦ Γ−1

m,j,ϕ

)
(fm)

]CCR,Σ

∼ =
[(
〈ϕm,j, Fm〉M, κm(Fm), 0, 0, . . .

)]CCR,Σ

∼ (4.110)

is continuous. Since trivially
(
〈ϕm,j, Fm〉M, κm(Fm), 0, 0, . . .

)
is a symmetric element,

this is equivalent to

m 7→
(
〈ϕm,j, Fm〉M, κm(Fm), 0, 0, . . .

)
(4.111)

being continuous, following the proof of Lemma 4.18 part 1 b) in complete analogy.

Since in the topology of the BU-algebra continuity is equivalent to continuity in every

degree and recalling κm(Fm) = (ρ(0)GmFm, ρ(d)GmFm), we find that

m 7→ 〈ϕm,j, Fm〉M (4.112)

m 7→ ρ(0)GmFm and (4.113)

m 7→ ρ(d)GmFm (4.114)

are continuous. Let φm, φ
′
m, πm, π

′
m denote the initial data of ϕm,j and ϕ′m,j respectively.

By assumption these are continuous in m. We calculate

〈ϕ′m,j, Fm〉M = 〈ϕ′m,j − ϕm,j, Fm〉M + 〈ϕm,j, Fm〉M (4.115)

= 〈φ′m − φm, ρ(d)GmFm〉Σ − 〈π′m − πm, ρ(0)GmFm〉Σ + 〈ϕm,j, Fm〉M

using Theorem 3.12. Using the assumptions on continuity stated above we directly

find that m 7→ 〈ϕ′m,j, Fm〉M is continuous and hence

m 7→
[(
〈ϕ′m,j, Fm〉M, κm(Fm), 0, 0, . . .

)]CCR,Σ

∼ (4.116)

is continuous. Therefore, the notion of continuity is independent of the choice of the

classical solution ϕm,j. This completes the proof. �

Choosing vanishing initial data of the classical solution ϕm,j we will therefore, as in

the source free case, from now on identify a field φm,j with its initial data formulation

φm,j(F ) =
[(∑

±〈j, G∓mF 〉Σ± , κm(F ), 0, 0, . . .
)]CCR

∼ . Now, with the work done for the
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quantum source free case and the general classical case, the result for the general

quantum case follows easily:

Theorem 4.23 (Existence of the zero mass limit in the general case

with sources)

Let F ∈ Ω1
0(M) and j ∈ Ω1(M). Then,

the limit lim
m→0+

φm,j(F ) := lim
m→0+

[(∑
±〈j,G∓mF 〉Σ± , κm(F ), 0, 0, . . .

)]CCR

∼ exists

if and only if δF = 0.

Furthermore, the existence of the limit is independent of the choice of the

Cauchy surface Σ.

Proof: First, we note that since the notion of continuity is independent of the choice

of the classical solution ϕm,j of Proca’s equation, we can choose ϕm,j such that it has

vanishing initial data on the Cauchy surface Σ. It then holds for all test one-forms F ,

using Theorem 3.12, that 〈ϕm,j, F 〉M =
∑
±〈j, G∓mF 〉Σ± . Therefore, by the notion of

continuity defined above, the zero mass limit is identified with

lim
m→0+

φm,j(F ) = lim
m→0+

[(
Km ◦ Γ−1

m,j,ϕ

)(
(0, F, 0, 0, . . .)

)]CCR

∼

= lim
m→0+

[
Km

(
(
∑
±

〈ϕm,j, F 〉M, F, 0, 0, . . .)
)]CCR

∼

= lim
m→0+

[(∑
±

〈j, G∓mF 〉Σ± , κm(F ), 0, 0, . . .
)]CCR

∼ . (4.117)

Now, using the same argument as presented in the proof of Lemma 4.18, because(∑
±〈j,G∓mF 〉Σ± , κm(F ), 0, 0, . . .

)
is symmetric, the limit

lim
m→0+

[(∑
±

〈j, G∓mF 〉Σ± , κm(F ), 0, 0, . . .
)]CCR

∼ (4.118)

exists if and only the limit

lim
m→0+

(∑
±

〈j, G∓mF 〉Σ± , κm(F ), 0, 0, . . .
)

(4.119)

exists. Since convergence in the BU-algebra means convergence in every degree, we

find that the desired limit exists if and only if the limits lim
m→0+

∑
±〈j, G∓mF 〉Σ± and

lim
m→0+

κm(F ) exist. Recalling Lemma 4.18 the latter is equivalent to the existence of

97



4 The Quantum Problem

the limit lim
m→0+

1
m2EmdδF . Together, this corresponds exactly to the classical situation

and using Theorem 3.17 completes the proof. �

Just as in the classical case, also with external sources present, the limit exists if and

only if we implement the gauge equivalence of Maxwell’s theory as discussed in Section

3.3.1.

4.3.3 Algebra relations, dynamics and the zero mass limit

Now that we have classified the existence of the zero mass limit of the quantum Proca

field in curved spacetimes we want study the algebra relations of the fields in the

zero mass limit. We would like to compare these with the ones obtained from the

quantization of the Maxwell field.

Identifying the fields φ0,j(F ) with the zero mass limit of

φm,j(F ) =
[(∑

±

〈j, G∓mF 〉Σ± , κm(F ), 0, 0, . . .
)]CCR

∼ ,

we define the algebra A as the algebra generated by 1 and the symbols φ0,j(F ) for any

co-closed test one-form F . Using the algebra relations of the fields φm,j, it is clear that

in the zero mass limit the fields are subject to the relations

1.) φ0,j(αF + βF ′) = αφ0,j(F ) + βφ0,j(F
′) (4.120)

2.) φ0,j(F )∗ = φ0,j(F ) (4.121)

for all F ∈ Ω1
0,δ(M) and α, β ∈ C, corresponding to the linearity and the real field

property. For the canonical commutation relations we calculate, F, F ′ ∈ Ω1
0,δ(M),

E0(F, F ′) = 〈F,E0F
′〉M

= 〈E0F
′, F 〉M

= 〈ρ(0)E0F
′, ρ(d)E0F 〉Σ + 〈ρ(δ)E0F

′, ρ(n)E0F 〉Σ
− 〈ρ(d)E0F

′, ρ(0)E0F 〉Σ − 〈ρ(n)E0F
′, ρ(δ)E0F 〉Σ . (4.122)

We have used that E0F
′ solves a homogeneous massless wave equation to which the

solution is determined by initial data using Theorem 3.7. Using ρ(δ)E0F
′ = i∗δE0F

′ =
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4.3 Mass dependence and the zero mass limit

i∗E0δF
′ = 0 and the analogue expression for F , we find

E0(F, F ′) = 〈ρ(0)E0F
′, ρ(d)E0F 〉Σ − 〈ρ(d)E0F

′, ρ(0)E0F 〉Σ

= lim
m→0+

(
〈ρ(0)EmF

′, ρ(d)EmF 〉Σ − 〈ρ(d)EmF
′, ρ(0)EmF 〉Σ

)
= lim

m→0+

(
〈ρ(0)GmF

′, ρ(d)GmF 〉Σ − 〈ρ(d)GmF
′, ρ(0)GmF 〉Σ

)
= lim

m→0+
Gm(F, F ′) . (4.123)

Again we have used that for co-closed test one-forms F it holds GmF = EmF . Since

for co-closed test one-forms F ∈ Ω1
0,δ the fundamental solutions E±0 of the massless

Klein-Gordon operator are actually also fundamental solutions to Maxwell’s equation,

E±0 δdF = E±0 (δd+ dδ)F = F , we find that the fields in the zero mass limit are subject

to the correct canonical commutation relations

[
φ0,j(F ), φ0,j(F

′)
]

= lim
m→0+

[
φm,j(F ), φm,j(F

′)
]

= i · lim
m→0+

Gm(F, F ′) · 1

= i E0(F, F ′) · 1 (4.124)

for all F, F ′ ∈ Ω1
0,δ(M). So far, this also corresponds perfectly to the relations presented

in [46, Definition 4.5]. Note that now E0(F, F ′), for F, F ′ ∈ Ω1
0,δ(M), is in general

degenerate, hence the quantum field theory associated with φ0,j will in general fail to

be local in the sense defined in Definition 4.3. This is in detail discussed in [46].

It remains to check the dynamics of the theory. We want to check if the fields solve

Maxwell’s equation in a distributional sense, that is if φ0,j(δdF ) = 〈j, F 〉M holds for

all F ∈ Ω1
0(M). Since it holds for all F ∈ Ω1

0(M) that δdF is co-closed, the limit

φ0,j(δdF ) = lim
m→0+

[(∑
±

〈j, G∓mδdF 〉Σ± , κm(δdF ), 0, 0, . . .
)]CCR

∼ (4.125)

exists for all test one-forms F . We use GmδdF = EmδdF and find

φ0,j(δdF ) = lim
m→0+

[(∑
±

〈j, E∓mδdF 〉Σ± , (ρ(0)EmδdF, ρ(d)EmδdF ), 0, 0, . . .
)]CCR

∼ .

(4.126)
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4 The Quantum Problem

Using E±0 δdF = F − (dδ +m2)E±0 F , we find

φ0,j(δdF )

= lim
m→0+

([(∑
±

〈j, F 〉Σ± −
∑
±

〈j, E∓mdδF 〉Σ± ,−(ρ(0)EmdδF, ρ(d)EmdδF ), 0, 0, . . .
)]CCR

∼

−m2
[(∑

±

〈j, E∓mF 〉Σ± , (ρ(0)EmF, ρ(d)EmF ), 0, 0, . . .
)]CCR

∼

)
. (4.127)

Since the term proportional to m2 is continuous and bounded in every degree and hence

vanishes in the limit and using that ρ(d)EmdδF = ρ(n)dEmdδF = 0, we find

φ0,j(δdF ) = 〈j, F 〉M − lim
m→0+

[(∑
±

〈j, E∓mdδF 〉Σ± , (d(Σ)ρ(0)EmδF, 0), 0, 0, . . .
)]CCR

∼

= 〈j, F 〉M −
[(∑

±

〈j, E∓0 dδF 〉Σ± , (d(Σ)ρ(0)E0δF, 0), 0, 0, . . .
)]CCR

∼ . (4.128)

Note that there appears a remainder
[(∑

±〈j, E
∓
0 dδF 〉Σ± , (d(Σ)ρ(0)E0δF, 0), 0, 0, . . .

)]CCR

∼
which, in order for the quantum fields to solve the correct dynamics, should vanish. It

turns out that this is in general not the case. We have encountered a similar situation

in the investigation of the classical theory in Section 3.3.3. There we could get rid of

similar remaining terms by restricting the initial data such that the Lorenz constraint

is well behaved in the limit. In the quantum scenario this will also partly solve the

problem, but note that the construction of the quantum theory is in that point quite

different from the classical construction as we directly impose the dynamics by divid-

ing out corresponding ideals, rather than first solving a wave equation and restrict to

those solutions that fulfill the Lorenz constraint. Therefore, at the quantum level, the

Lorenz constraint does not appear directly. It does, however, appear indirectly as we

have fixed a classical solution ϕm,j to map the source dependent theory to the source

free theory. And it is with this homeomorphism where one part of the problem lies:

Recall that we have mapped the source dependent theory to the source free the-

ory via the homeomorphism Γm,j,ϕ, choosing a classical solution to Proca’s equation

(δd + m2)ϕm,j = j. We have used that the notion of continuity does not depend on

the initial data that we choose for ϕm,j and, for simplicity, we chose vanishing initial

data. Using Theorem 3.12 for the classical solution ϕm,j with vanishing initial data,

this gave for some F ∈ Ω1
0(M)

Γ−1
m,j,ϕ

(
(0, F, 0, 0, . . .)

)
= 〈ϕm,j, F 〉M · 1 + (0, F, 0, 0, . . .)

=
∑
±

〈j, G∓mF 〉Σ± · 1 + (0, F, 0, 0, . . .) . (4.129)

For non-zero m, this is not a problem. But in the zero mass limit, lim
m→0+

〈ϕm,j, F 〉M =
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4.3 Mass dependence and the zero mass limit

lim
m→0+

∑
±〈j,G∓mF 〉Σ± will not specify a solution to Maxwell’s equation as the Lorenz

constraint expressed by the initial data,

ρ(δ)ϕm,j =
1

m2
ρ(δ)j , and (4.130)

ρ(n)ϕm,j =
1

m2

(
ρ(n)j + δ(Σ)ρ(d)ϕm,j

)
, (4.131)

is not well behaved (as we have chosen ρ(d)ϕm,j = 0). As discussed in the classical Sec-

tion 3.3.3, we need to impose δj = 0 and ρ(n)j = −δ(Σ)π, where π = ρ(d)ϕm,j. Choosing

vanishing initial data, we have violated the latter for non-zero external sources! Ergo,

the homeomorphism between the source free and source dependent theory will only be

well behaved in the limit if we set

Γ−1
m,j,ϕ

(
(0, F, 0, 0, . . .)

)
= 〈ϕm,j, F 〉M · 1 + (0, F, 0, 0, . . .) (4.132)

=
(∑
±

〈j, G∓mF 〉Σ± − 〈π, ρ(0)GmF 〉Σ
)
· 1 + (0, F, 0, 0, . . .) ,

such that δj = 0 and ρ(n)j = −δ(Σ)π.

Concluding, we have to define the zero mass limit field as

φ0,j(F ) = lim
m→0+

[(∑
±

〈j, G∓mF 〉Σ± − 〈π, ρ(0)GmF 〉Σ, κ0(F ), 0, 0, . . .
)]CCR

∼ , (4.133)

such that δj = 0 and ρ(n)j = −δ(Σ)π. The limit exists if and only if F is co-closed.

With this we obtain

φ0,j(δdF ) = 〈j, F 〉M
−
[(∑

±

〈j, E∓0 dδF 〉Σ± − 〈π, ρ(0)E0F 〉Σ, (d(Σ)ρ(0)E0δF, 0), 0, 0, . . .
)]CCR

∼

= 〈j, F 〉M −
[(

0, (d(Σ)ρ(0)E0δF, 0), 0, 0, . . .
)]CCR

∼ (4.134)

since
∑
±〈j, E

∓
0 dδF 〉Σ± = 〈π, ρ(0)E0F 〉Σ as we have shown in Section 3.3.3.

At this point, the remainder
[(

0, (d(Σ)ρ(0)E0δF, 0), 0, 0, . . .
)]CCR

∼ does not seem to van-

ish naturally. Its appearance might be explained by gauge equivalence: Note that

−E0δdF solves the source free Maxwell equation, −δdE0δdF = δdE0dδF = 0, and has

initial data −(ρ(0)E0δdF, ρ(d)E0δdF ) = (d(Σ)ρ(0)E0δF, 0) as we have calculated before.

From the classical investigation, see for example [46] or [40] which works in the same

initial data formalism as we do here, we know that two solutions A,A′ to Maxwell’s

equation are gauge equivalent if and only if their initial values are gauge equivalent, that

is, if A(0) = A′(0) +dχ for some χ ∈ Ω0
0(Σ) (see [40, Proposition 2.13]). With this we find

that the solution −E0δdF is gauge equivalent to zero and (d(Σ)ρ(0)E0δF, 0) ∼gauge 0.
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4 The Quantum Problem

This would give rise to a quantum field with the correct dynamics implemented. But

this gauge equivalence on the level of the observables rather than the fields does not

seem to come out of the limiting procedure naturally! It might be possible to find

natural conditions that hold in the limiting procedure (as we have demanded that the

homeomorphism Γm,j,ϕ should be well behaved in the zero mass limit) to obtain the cor-

rect dynamics in the limit. Another possibility is to include states in the investigation

and formulate a similar limiting process which might give rise to conditions identifying

the remaining observables with zero. Alternatively, one could even go as far as con-

cluding that the Proca field is unsuitable to describe massive electrodynamics with a

well defined zero mass limit. A recent study [7] suggests to abandon the investigation

of Proca’s theory as it is unsuited for the quantum investigation and rather examine

Stueckelberg massive electromagnetism. As it is argued in [7], Proca’s theory is nothing

more than Stueckelberg’s in a certain gauge that seems unfit for the investigation of the

zero mass limit. It might therefore be of interest to apply the construction presented in

this thesis to Stueckelberg electromagnetism, but since Stueckelberg’s theory involves

interaction with a scalar field, it is a priori not clear if that is possible.

Unfortunately within the (time) scope of this thesis, these ideas were not further studied

but they are worthwhile investigating in future research projects.
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5 Conclusion and Outlook

In this thesis we have studied the Proca field in curved spacetimes, including external

sources and without restrictive assumptions on the topology of the spacetime, in the

classical and the quantum case. We have rigorously constructed classical solutions to

the Proca equation by decomposing the equation into a wave equation and a Lorenz

constraint. After solving the wave equation we implemented the constraint by restrict-

ing the initial data. Investigating the classical zero mass limit, we found that the limit

exists if we implement a gauge invariance of the distributional solutions to Proca’s

equation by exact distributional one-forms. This gauge is independently argued to

be the correct physical gauge by Sanders, Dappiaggi and Hack [46] as it accounts for

phenomena such as the Aharonov-Bohm effect, as opposed to a gauge invariance by

closed distributional one-forms. In the zero mass limit, we find the correct Maxwell

dynamics if we make sure that the Lorenz constraint is well behaved in the limit. This

naturally leads to conservation of current and a restriction of the initial data as found

in the Maxwell case by Pfenning [40].

Studying the quantum problem, we first constructed the generally covariant QFTCS

in the framework of Brunetti, Fredenhagen and Verch and proved that the theory

is local. Choosing the Borchers-Uhlmann algebra as the algebra of observables we

rigorously constructed an initial data formulation of the quantum Proca theory in

curved spacetimes. With this initial data formulation we were able to define a precise

notion of continuity of the Proca fields with respect to the mass: Using specifically

constructed BU-algebra homeomorphism, we were able to map a family of Proca fields

at different masses, initially elements in different BU-algebras, into one topological

space, the BU-algebra of initial data. In the BU-algebra of initial data there is a natural

notion of continuity provided by the topology. Using this notion of continuity, we

studied the zero mass limit and showed that the limit exists if and only if we restrict the

class of test one-forms to those that are co-closed. Analogously to the classical case, this

effectively implements a gauge invariance by exact distributional fields. In the zero mass

limit, we find that the obtained fields fulfill the basic properties of linearity, the real

field property and the correct CCR, that is the same as in the Maxwell case, but we do

not find the expected Maxwell dynamics. Unlike in the classical case, this is not caused

by ill behaved constraints, since in the quantum case the dynamics are implemented

directly by dividing out appropriate dynamical ideals instead of first defining solutions

to a wave equation and implement a Lorenz constraint. It is not clear how to obtain the

Maxwell dynamics naturally in the zero mass limit. Within the presented framework,

it might be possible to find natural additional assumptions, for example demanding

continuity of the defined BU-algebra homeomorphisms with respect to the mass, to

103



5 Conclusion and Outlook

restore the dynamics. Other approaches, for example an investigation of states and

the zero mass limit, are worth considering in future research projects and might lead

to a full description of Maxwell’s theory as a limit of Proca’s theory. As we argue in

Appendix A, a C*-Weyl algebra approach is ill-suited for the investigation of the zero

mass limit. A recent argument by Belokogne and Folacci [7] states that the Proca theory

is indeed unfit to study the zero mass limit in the quantum case and should be replaced

by Stueckelberg electromagnetism. It is our hope that the presented construction can

be adapted to Stueckelberg’s theory, but as Stueckelberg’s theory includes interaction

with a scalar field, it is not clear whether this is possible.

Further possible application of the presented construction is the investigation of locality

in the zero mass limit. Since Proca’s theory is local, as opposed the Maxwell’s [16, 46],

one might gain insight into this issue with the presented initial data formulation and

the zero mass limit.

Moreover, it is of crucial importance to this thesis that Assumption 3.13 holds. While

this seems reasonable, it is suggested to investigate a proof of the assumption, for exam-

ple by a use of energy estimates. Within the scope of this thesis a deeper investigation

of the assumption was not possible and is left open for future projects.

104



A The C*-Weyl Algebra as the Field Algebra

In this chapter we investigate the C*-Weyl algebra as the field algebra for the quan-

tum Proca field theory. The Weyl algebra is often used as the field algebra, both in

algebraic quantum field theory in Minkowski space and in quantum field theory in

curved spacetimes: Field operators obtained by GNS-construction (for details see e.g.

[28, Chapter III.] or [26, Chapter III.14]) from the Weyl algebra are bounded, unlike

the ones obtained from the field-algebra constructed from the free algebra. Since the

product of such unbounded operators, which appear for example when calculating the

commutator of field operators, are in general not well defined, it is useful to go over

to bounded ones. Furthermore, the Weyl algebra is a normed algebra which makes it,

at first glance, suitable for our purposes of finding a notion of continuity of the Proca

field theory with respect to the mass. It turns out that similar investigations have

been made in the literature: In [8], Binz, Honegger and Rieckers investigate the limit

~→ 0 for a family of Weyl algebras generated over an arbitrary pre-symplectic space,

for which they introduce the notion of continuous fields of C*-algebras, which we will

adapt to formulate a mass dependence of the Proca field theory.

In Section A.1 we will generalize some mathematical results from [8] regarding contin-

uous families of pre-symplectic forms and the corresponding C*-Weyl algebras. At this

point, the dynamics of the theory are not implemented. This is done in a second step in

Section A.2. Unfortunately, it turns out that a notion of continuity with respect to the

mass for the Weyl algebra formulation does not work in the wanted generality. This is

why the use of the Weyl algebra is unsuited for the investigation of the zero mass limit

and was discarded. Nevertheless, we present the results in this appendix to on the one

hand illustrate why the ansatz is not suited for our problem and on the other hand to

present the mathematical results in Section A.1 that to our knowledge have not been

discussed in the literature. Most of the notation in this chapter is adapted from [8].

A.1 On C*-Weyl algebras and continuous family of pre-symplectic

forms

In this section we will generalize results from in [8] and [9] regarding C*-Weyl algebras

generated over a continuous family of pre-symplectic spaces. First, we briefly review

the general construction of the C*-Weyl algebra over a pre-symplectic space. This field

algebra will depend on the mass, even though we will only implement the commutation

relations and not the dynamics yet. We would then like to find a notion of comparing

these Weyl algebras at different masses with each other, using the notion of continuous
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A The C*-Weyl Algebra as the Field Algebra

fields of C*-algebras, similar to [8]. In our case, these algebras are generated over a

continuous family of pre-symplectic spaces, which makes it necessary to generalize the

results obtained in [8] and [9]. Just as in the discussion of the quantum problem using

the BU-algebra, we need the Proca propagator to be continuous in the mass, that is,

we need Assumption 3.13 to hold. To start, we investigate the Weyl algebra generated

over the real pre-symplectic space31
(
Ω1

0(M),Gm
)

and, for simplicity, we write in this

chapter E ≡ Ω1
0(M) and keep in mind that, of course, there is an underlying manifold

structure. Generalizing to a pre-symplectic space, rather than a symplectic one, does

not have any effects on the construction (and uniqueness) of the C*-Weyl algebra of

observables (see [9]), but the constructed algebra will not be simple.

Definition A.1 (Weyl elements)

For any m > 0 and F ∈ E we define the linearly independent Weyl-elements

Wm(F ), such that for all F, F ′ ∈ E it holds

(i) Wm(F )Wm(F ′) = e−iGm(F,F ′)/2Wm(F + F ′) , (A.1)

(ii) Wm(F )∗ = Wm(−F ) . (A.2)

Condition (i) of the above definition is also known as the Weyl-form of the CCR. From

these properties, it immediately follows that

Wm(0)Wm(F ) = Wm(F )Wm(0)

= e−iGm(F,0)/2Wm(F )

= Wm(F ) (A.3)

=⇒ Wm(0) = 1 , (A.4)

from which it follows that

1 = Wm(0)

= Wm(F − F )

= Wm(F )∗Wm(F )

= Wm(F )Wm(F )∗ , (A.5)

that is, the Weyl elements are unitary. Using these linearly independent Weyl elements,

one can define the span of the Weyl elements:

W̃m := span
{
Wm(F ) : F ∈ E

}
. (A.6)

31Unlike in the previous chapters, here we will view Ω1
0(M) as a real vector space.
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Together with the above defined (twisted) product and ∗-operation, W̃m becomes a

unital ∗-algebra, where the unit is given by 1 = Wm(0). Now, we would like to endow

W̃m with a (unique) norm to define a C*-algebra as the norm closure of W̃m. For this,

we need the notion of a state on W̃m:

Definition A.2 (States)

Define C(E,Gm) as the convex set of normalized, projectively positive functions

C : E → C. That is, for C ∈ C(E,Gm) it holds by definition:

C(0) = 1 (normalization) (A.7a)

N∑
i,j=1

z̄izj eiGm(Fi,Fj)/2C(Fj − Fi) ≥ 0 (positiveness) (A.7b)

for every N ∈ N, zi ∈ C and Fi ∈ E. Spanning the convex set of these function

means that for every linear combination of C’s the corresponding coefficients

add up to one. This is to ensure that linear combinations of states are also nor-

malized. To each C ∈ C(E,Gm) we associate a unique positive linear functional

ωC : W̃m → C via

ωC
(
Wm(F )

)
= C(F ) (A.8)

for all F ∈ E. By the properties of C it then holds for every A ∈ W̃m :

ωC(1) = 1 (A.9)

ωC(A∗A) ≥ 0 . (A.10)

In fact, every state ωC on W̃m corresponds to a unique C ∈ C(E,Gm) (see for example

[8, Chapter 3]). With this notion of a state we are able to define a C*-norm on the

algebra W̃m:

Definition A.3 (Weyl Algebra)

Let A ∈ W̃m and ωC be a state corresponding to a C ∈ C(E,Gm). On the

*-algebra W̃m we define the (unique) C*-norm ‖.‖m : W̃m → R by

‖A‖m := sup
{√

ωC(A∗A) : C ∈ C(E,Gm)
}
. (A.11)

The ‖.‖m-closure of W̃m is called the Weyl algebra and will be denoted by Wm.
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Since we are interested in a change of the mass parameter m we need to build a

mathematical structure in which we are able to compare the Weyl algebras for different

masses in a continuous way. This can be done in the bundleW =
⋃
m

Wm with the notion

of a continuous field of C*-algebras.

Definition A.4 (Sections and continous fields of C*-algebras)

The set of sections K of the bundle W is defined as∏
m

Wm =
{
K : R+ 3 m 7→ K(m) ∈ Wm

}
. (A.12)

A continuous field of C*-algebras is a tuple ({Wm}m ,K) consisting of a family

{Wm}m of C*-algebras and a sub *-algebra K of
∏

mWm such that

(i) The map R+ 3 m 7→ ‖K(m)‖m is continuous for all K ∈ K, that is, K is

a continuous section.

(ii) For every m ∈ R+ the set {K(m) : K ∈ K} is dense in Wm.

(iii) Let K ∈
∏

mWm. If for every m0 ∈ R+ and every ε > 0 there exists a

section H ∈ K and a neighborhood U0 of m0 such that for all m ∈ U0 it

holds ‖K(m)−H(m)‖m < ε, then K ∈ K.

We will in the following sometimes denote the sections explicitly by [m 7→ K(m)] ∈∏
mWm. In order to construct the desired field of C*-algebras, the following lemma

is essential. It allows us to construct a specific sub *-algebra of
∏

mWm containing

only continuous sections that are point-wise dense in Wm, which then guarantees the

existence of a continuous field of C*-algebras:

Lemma A.5

Let D be a sub *-algebra of
∏

mWm such that the conditions (i) and (ii) of the

above Definition A.4 are fulfilled with K replaced by D. Then

there exists a unique continuous field of C*-algebras ({Wm}m ,K)

such that D ⊆ K.

In fact, K contains only those K ∈
∏

mWm such that for every m0 ∈ R+ and

every ε > 0 there exists a section H ∈ D and a neighborhood U0 of m0 such

that for all m0 ∈ U0 it holds ‖K(m)−H(m)‖m < ε.
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Proof: The above definition and lemma in this form are due to [8, Chapter 2]. The

lemma follows from [21, Proposition 10.2.3] (which gives the same statement for con-

tinuous fields of Banach spaces) and applying [21, Proposition 10.3.2] with use of the

subset D. �

Now, the procedure is as follows: We will define a specific sub *-algebra of
∏

mWm

that contains the sections [m 7→ Wm(F )], that is, it contains all physically interesting

observables, and we will then show that this subset fulfills the necessary conditions,

such that the above Lemma A.5 is applicable. The non trivial part is to show that all

the contained sections are continuous. For that, we need a notion on how to compare

the norm of a section at different masses m with each other. More specifically, we need

to know how to relate states Cm ∈ C(E,Gm) to states Cm0 ∈ C(E,Gm0). This is done

in the following lemma, which provides some new insight on the Weyl algebra bundle

over vector spaces endowed with a continuous family of pre-symplectic forms that has,

to our knowledge, not yet been discussed in the literature:

Lemma A.6 (On continuous families of pre-symplectic forms)

Let E be a R-vector space of arbitrary dimension (including infinite dimen-

sional). Let I ∈ R open be an index set. Let {σi}i∈I be a continuous family of

pre-symplectic forms (that is, for all F, F ′ ∈ E the map I 3 i 7→ σi(F, F
′) is

continuous). Then the following holds:

(i) ρ := σi + σj, for some i, j ∈ I, defines a pre-symplectic form on E.

If Ci ∈ C(E, σi) and Cj ∈ C(E, σj), then

C = CiCj ∈ C(E, ρ) . (A.13)

(ii) If {si}i∈I is a family of symmetric, positive, R-bilinear forms on E, such

that for all i ∈ I and all F, F ′ ∈ E it holds σi(F, F
′)2 ≤ si(F, F )si(F

′, F ′),

then for all F ∈ E it holds

[F 7→ e−si(F,F )/2] ∈ C(E, σi) . (A.14)

Furthermore, if E is finite dimensional, there exists a family {si}i∈I with

the above properties and such that I 3 i 7→ si(F, F
′) is continuous for all

F, F ′ ∈ E.

Proof: (i) The proof is given for fixed pairs of pre-symplectic forms σi, σj in [32, The-

orem 2.3].
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(ii) For a fixed i ∈ N, the statement is proven in [39, Theorem 3.4]32. Here, we want to

show that, in the finite dimensional case, the family {si} exists and can be chosen to

be continuous: Let E be of finite dimension N ∈ N, let I ∈ R, open, be an index set

and let {σi}i∈I be a continuous family of pre-symplectic forms on E. In the following

we will assume to have chosen a basis {ei}Ni=1 of E, ‖ei‖ = 1, which induces a scalar

product by 〈ei, ej〉 = δij. To clarify the structure of the proof, we start off with a claim:

Claim: There is an operator Λi : E → E for every i ∈ I such that σi(F, F
′) = 〈ΛiF, F

′〉.
We will use the operator Λi explicitly to construct the symmetric form si. To see that

the claim holds, define for a fixed i ∈ I the operator

σ̃i : E → E∗ (A.15)

F 7→ σ̃i(F ) := σi(F, ·) ,

where E∗ denote the dual space of E. By Riesz’ representation theorem (see for example

[2, Chapter II.16]), there exists a unique dual vector of σ̃i(F ) ≡ σ̃i,F given by σ̃i(F )∗

such that

σ̃i,F (F ′) = 〈σ̃i(F )∗, F ′〉 . (A.16)

Now, define the desired operator

Λi : E → E (A.17)

F 7→ Λi(F ) := σ̃i(F )∗ .

The claim then follows by construction: σi(F, F
′) = σ̃i,F (F ′) = 〈ΛiF, F

′〉.
Now we choose, using the operator norm ‖Λi‖ = sup

{
‖ΛiF‖
‖F‖ : F ∈ E

}
,

si(F, F
′) := ‖Λi‖·〈F, F ′〉 . (A.18)

Clearly, this fulfills, using the Cauchy-Schwarz inequality:

σi(F, F
′)2 = 〈ΛiF, F

′〉2

≤ 〈ΛiF,ΛiF 〉 〈F ′, F ′〉

≤ ‖Λi‖2·〈F, F 〉 〈F ′, F ′〉

= si(F, F ) si(F
′, F ′) . (A.19)

This proves existence. We are left to show that this particular choice of {si} is contin-

32Actually, the proof in this reference is given to hold for symplectic forms rather than pre-symplectic
forms, but generalizes directly to the pre-symplectic case since the non-degeneracy property is not
used neither within the proof directly nor in the lemma that is needed for the proof.
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uous: Let {xi}i∈N ⊂ R be a continuous sequence in R with lim
i→∞

(xi − x0) = 0. It then

holds by definition for all fixed F, F ′ ∈ E that

0 = lim
i→∞

(
σxi(F, F

′)− σx0(F, F ′)
)

⇐⇒ 0 = lim
i→∞

(
〈ΛxiF, F

′〉 − 〈Λx0F, F
′〉
)

⇐⇒ 0 = lim
i→∞
〈(Λxi − Λx0)F, F ′〉

⇐⇒ 0 = 〈( lim
i→∞

Λxi − Λx0)F, F ′〉 . (A.20)

Specifying F ′ = lim
i→∞

(Λxi − Λx0)F ), this implies

=⇒ 0 =
∥∥∥ lim
i→∞

(Λxi − Λx0)F
∥∥∥

=⇒ 0 = lim
i→∞
‖ (Λxi − Λx0)F‖ (A.21)

holds for all F ∈ E. We have used the continuity of the scalar product. Consequently,

in the chosen basis, the matrix elements of (Λxi − Λx0) converge to zero, that is, for

each pair (i, j) ∈ I × I it holds: For all ε > 0 there exists a i0 ∈ N0, such that if i ≥ i0,

then

|(Λxi − Λx0)ij| < ε/N2 . (A.22)

We now choose F ∈ E such that ‖F‖ = 1, that is, in the given basis we find F =∑N
n=1 fn en, where fn = 〈en, F 〉 and

∑N
n=1 f

2
n = 1. Therefore, it holds for all n =

1, 2, . . . , N that |fn| ≤ 1. We find for i ≥ i0 that:

‖Λxi − Λx0‖ = sup
{∥∥(Λxi − Λx0

)
F
∥∥ : F ∈ E, ‖F‖ = 1

}
= sup

{∥∥∥∥∥
N∑

m,n=1

(
Λxi − Λx0

)
mn

fn en

∥∥∥∥∥ : F ∈ E, ‖F‖ = 1

}

≤ sup


N∑

m,n=1

∣∣(Λxi − Λx0

)
mn

∣∣ · |fn|︸︷︷︸
≤1

· ‖en‖︸︷︷︸
=1

: F ∈ E, ‖F‖ = 1


≤

N∑
m,n=1

∣∣(Λxi − Λx0

)
mn

∣∣
< N2 · ε/N2

= ε . (A.23)

Hence, i 7→ ‖Λi‖ is continuous. Therefore, by construction, i 7→ si(F, F
′) = ‖Λi‖·〈F, F ′〉

is continuous for all fixed F, F ′ ∈ E. �
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With this lemma at our disposal we are able to compare states at different masses m

with each other. This is crucial for the proof of the following theorem:

Theorem A.7 (Continuous Weyl C*-field)

There exists a unique continuous field ({Wm}m ,K) of C*-algebras, such that

for every F ∈ E it holds [m 7→ Wm(F )] ∈ K.

Proof: The proof presented here is a generalization of the proof given in [8, Theorem

5.2]. It was even possible, even though we are looking at a more general setup, to

simplify the given proof quite a bit. The main idea presented in [8], that is, to use

Lemma A.5 and A.6, was nevertheless essential for the proof. As mentioned, we will

proof the statement by applying Lemma A.5 to a specific sub *-algebra D of W . For

this we define:

D := span
{ [
m 7→ e−iα(m) Wm(F )

]
: F ∈ E,α : R→ R+ continuous

}
. (A.24)

Clearly, as desired, we find for every F ∈ E that [m 7→ Wm(F )] ∈ D. First, we need

to check that D, equipped with point-wise defined algebra relations, really constitutes

a sub *-algebra of W : An arbitrary element of D is of the form

K =
N∑
i=1

M∑
j=1

zij
[
m 7→ e−iαij(m) Wm(Fi)

]
(A.25)

for some zij ∈ C, Fi ∈ E and some continuous maps αij : R+ → R. Clearly, for every

m ∈ R+ it holds that K(m) ∈ Wm, and hence D ⊂ W . The nontrivial part is to show

that D is closed under the point-wise defined algebra relations. Let K, K̃ ∈ D be of

the form specified above. We find

(K + K̃)(m) := K(m) + K̃(m)

=
∑
i,j

zije
−iαij(m) Wm(Fi) +

∑
k,l

z̃kle
−iα̃kl(m) Wm(F̃k)

=
∑
pq

wpqe
−iα′pq(m) Wm(F ′p) (A.26)

for some z′pq ∈ C, F ′p ∈ E and some continuous α′pq : R+ → R (because the composition

of continuous maps is continuous)33. Therefore, D is closed with respect to addition.

33In particular: if for some i, k we find Fi = F̃k, then we certainly find wpq and continuous maps

α′pq : R+ → R, such that
∑
q wpqe

−iα′
pq(m) =

∑
j zije

−iαij(m) +
∑
l z̃kle

−iα̃kl(m).
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Next, we find for the multiplication, using the Weyl-relations :

(K · K̃)(m) := K(m) · K̃(m)

=
∑
i,j,k,l

zij z̃kl e
−i(αij(m)+α̃kl(m)+Gm(Fi,F̃k)/2)Wm(Fi + F̃k) . (A.27)

This also is clearly an element in D, since the combination of continuous maps is

again continuous34. In the same fashion, it follows trivially that D is also closed under

involution, hence D does indeed constitute a sub *-algebra of W .

Now, the main effort is to show that D fulfills the assumptions (i) and (ii) of Lemma

A.4: First, it is trivial to see that, since [m 7→ Wm(F )] ∈ D for all F ∈ E and since

for every m ∈ R+ the Wm(F ) are dense in Wm by construction, we find that for

every m ∈ R+ the set {K(m) : K ∈ D} is dense in Wm. The non trivial part is to

show that every section K ∈ D is continuous: Again, let K ∈ D denote an arbitrary

element of the form specified in equation (A.25). Further more, since only finitely

many Fi’s contribute to the construction of K(m), we can equivalently view K(m) as

an element of a subspace of Wm that is generated by only finitely many Wm(Fi)’s. In

particular, define EN = span
{
Fi, i = 1, 2, . . . , N

}
, where the Fi’s correspond to the

ones contributing to K(m). Then Wm(EN ,Gm) is a sub-C*-algebra of Wm(E,Gm) and

we can evaluate the norm of K(m) in terms of states C ∈ C(EN ,Gm) (see e.g. [9,

Section III.B]), and the norms of K(m) on Wm(EN ,Gm) and Wm(E,Gm) agree. Next,

we define the pre-symplectic form σm = Gm−Gm0 on E. Since for fixed F, F ′ ∈ E, Gm0

is constant and m 7→ Gm(F, F ′) is continuous by assumption, it is clear that {σm}m∈R+

constitutes a continuous family of pre-symplectic forms on E, hence it also constitutes

a continuous family of pre-symplectic forms on EN . Moreover, we find

lim
m→m0

σm(F, F ′) = 0 (A.28)

for all fixed F, F ′ ∈ EN . Now, since by construction EN is finite dimensional, we can

make use of the additional feature of Lemma A.6, that is, there exists a continuous

family {sm}m∈R+
of symmetric, positive, bilinear forms on EN such that

EN 3 F 7→ e−sm(F,F )/2 ∈ C(EN , σm) . (A.29)

Knowing the existence of such a family {sm}m∈R+
and the corresponding exponential

states is the reason why we go over to a finite dimensional subspace EN of E. By

construction we moreover know that Gm = σm + Gm0 is a sum of pre-symplectic forms

on EN . Making use of the first part of Lemma A.6, we conclude that for an arbitrary

34Here, of course, we need Gm to be continuous.
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state C0 ∈ C(EN ,Gm0) there exists a state C ∈ C(EN ,Gm) of the form

C(F ) = C0(F ) e−sm(F,F )/2 . (A.30)

With this notion we are able to compare states, and hence the norm of a section of

the Weyl algebra bundle, at different masses m. But it is worth mentioning that not

necessarily all states C ∈ C(EN ,Gm) are of the above product form. This subtlety has

to be kept in mind. Let us now look at the expectation value of the section K at point

m and at point m0, inserting the product form of the state C ∈ C(EN ,Gm):

ωC
(
K∗(m)K(m)

)
=
∑
ijkl

z̄ijzkl e
−i
(
αkl(m)−αij(m)+Gm(Fi,Fk)/2

)
· e−sm(Fk−Fi,Fk−Fi)/2C0(Fk − Fi) , (A.31)

ωC0

(
K∗(m0)K(m0)

)
=
∑
ijkl

z̄ijzkl e
−i
(
αkl(m0)−αij(m0)+Gm0 (Fi,Fk)/2

)
C0(Fk − Fi) . (A.32)

Since for all i, j and all Fi, Fk, the maps m 7→ Gm(Fk, Fi) and m 7→ Sm(Fk, Fi) as well

as the maps αij, αkl are continuous, we conclude that

Λijkl(m) := e−i
(
αkl(m)−αij(m)+Gm(Fi,Fk)/2

)
e−sm(Fk−Fi,Fk−Fi)/2 (A.33)

is continuous. In particular it holds that

lim
m→m0

Λijkl(m) = e−i
(
αkl(m0)−αij(m0)+Gm0 (Fi,Fk)/2

)
=: Λijkl(m0) . (A.34)

This means, for all i, k = 1, . . . , N and j, l = 1, · · · ,M and for every ε > 0 we find a

δ > 0, such that for every m ∈ R+ with |m−m0| < δ it holds

|Λijkl(m)− Λijkl(m0)| < ε/

(
M2N2 max

i,j,k,l
|z̄ijzkl|

)
. (A.35)

With this we can write (here C is a state of product form)

ωC0

(
K∗(m0)K(m0)

)
=
∑
ijkl

z̄ijzkl Λijkl(m0)C0(Fk − Fi)

= ωC
(
K∗(m)K(m)

)
−
∑
ijkl

z̄ijzkl
(
Λijkl(m)− Λijkl(m0)

)
C0(Fk − Fi) , (A.36)

where in the second step we have just inserted a zero term. Since by definition
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ωC0

(
K∗(m0)K(m0)

)
≥ 0 we conclude that

ωC0

(
K∗(m0)K(m0)

)
=

∣∣∣∣∣ωC(K∗(m)K(m)
)
−
∑
ijkl

z̄ijzkl
(
Λijkl(m)− Λijkl(m0)

)
C0(Fk − Fi)

∣∣∣∣∣
≤ ωC

(
K∗(m)K(m)

)
+
∑
ijkl

|z̄ijzkl|
∣∣(Λijkl(m)− Λijkl(m0)

)∣∣ |C0(Fk − Fi)|

≤ ωC
(
K∗(m)K(m)

)
+ ε , (A.37)

where the last step holds for |m−m0| < δ. We have made use of the estimate

|C(F )| ≤ 1 , (A.38)

as stated in Lemma B.6. Having found an estimate of ωC0

(
K∗(m0)K(m0)

)
, we can

estimate the norm of K at m0, where here C is of the above specified product form:

‖K(m0)‖2 = sup
{
ωC0

(
K∗(m0)K(m0)

)
: C0 ∈ C(EN ,Gm0)

}
= sup

{
ωC
(
K∗(m)K(m)

)
− ωC

(
K∗(m)K(m)

)
+ ωC0

(
K∗(m0)K(m0)

)
:

C = C0 e
sm(·,·)/2, C0 ∈ C(EN ,Gm0)

}
≤ sup

{
ωC
(
K∗(m)K(m)

)
+ ε : C = C0 e

sm(·,·)/2, C0 ∈ C(EN ,Gm0)
}

≤ sup
{
ωC
(
K∗(m)K(m)

)
+ ε : C ∈ C(EN ,Gm)

}
= ‖K(m)‖2 + ε. (A.39)

The calculation might seem a bit too detailed at first, but one has to be a careful

in which order one makes the estimate for the proof to work, due to the mentioned

subtlety that not all states at mass m are of product form. In the exact same fashion,

interchanging the roles of C0 and C, we define (using the same notation as before) the

pre-symplectic form

σm = Gm0 − Gm . (A.40)

In the same line of arguments as before, we can express states at m0 by C0 = C esm(·,·)/2,

where here actually the symmetric forms sm are the same as before, since, by construc-

tion, they only depend on the norm of σm, and, reversing the roles of m and m0, we
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only have flipped the sign of σm. We find

ωC
(
K∗(m)K(m)

)
=
∣∣∣ωC0

(
K∗(m0)K(m0)

)
−
∑
ijkl

z̄ijzkl

(
Λijkl(m) esm(Fk−Fi,Fk−Fi)/2

− Λijkl(m0) e−sm(Fk−Fi,Fk−Fi)/2
)
C(Fk − Fi)

∣∣∣
≤ ωC0

(
K∗(m0)K(m0)

)
+ ε (A.41)

for |m−m0| < δ.

By an estimate of the same fashion as before we find for |m−m0| < δ:

‖K(m)‖2 ≤ ‖K(m0)‖2 + ε . (A.42)

Combining the two estimates, we find the wanted result, namely that for all ε > 0

there exists a δ > 0 such that for all m ∈ R+ with |m−m0| < δ it holds:

∣∣‖K(m)‖2 − ‖K(m0)‖2
∣∣ < ε , (A.43)

hence, m 7→ ‖K(m)‖2 is continuous. Since 0 ≤ ‖K(m)‖2 it follows that m 7→ ‖K(m)‖
is also continuous. This concludes the proof. �

A.2 Dynamics and the C*-Weyl algebra

Having found a notion of continuity of the fields with respect to the mass, the task is

now to implement the dynamics of the system, that is, the Weyl operators should solve

the Proca equation in a suitable sense. Motivated by Definition 4.4 of the field operators

A(F ) we want to implement the relation Wm

(
(δd + m2)F

)
= e〈j,F

′〉
1 (the relation

follows from Definition 4.4 by heuristically viewing the Weyl operators as eA(F )). For

now, we specify to the source free case j = 0. To formulate the implementation of the

above relation mathematically precisely, we define the set

Jm :=
{
F ∈ E : ∃F ′ ∈ E : F = (δd+m2)F ′

}
≡ {F ∈ E : GmF = 0} . (A.44)

The dynamical theory is then implemented in the Weyl algebraWm

(
E/Jm,Gm

)
, where

the elements [F ]m ∈ E/Jm are equivalence classes with respect to the equivalence

relation F ∼m F ′ :⇐⇒ (F − F ′) ∈ Jm. Identifying [0]m = Jm, we have implemented

the wanted field equation Wm([0]m) = 1. Note, that we use the same symbol Wm for

the Weyl operators inWm andWdyn
m since it is clear from the context, that is, whether

they act on functions F or equivalence classes [F ]m, in which algebra the corresponding
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Weyl elements lie.

The question is how to apply the results we have gained on the algebra Wm and W
to the dynamical algebras Wdyn

m and Wdyn. To accomplish this we define the following

*-algebra homomorphism:

α̃m :Wm →Wdyn
m (A.45)

Wm(F ) 7→ Wm([F ]m)

and analogously for linear combinations of Weyl elements. It is easily checked, that

indeed α̃m is a *-algebra homomorphism: Let F, F ′ ∈ E, then

α̃m
(
Wm(F )Wm(F ′)

)
= e−iGm(F,F ′) α̃m

(
Wm(F + F ′)

)
= e−iGm(F,F ′)Wm

(
[F ]m + [F ′]m

)
= e−iGm(F,F ′)eiGm([F ]m,[F ′]m) Wm

(
[F ]m

)
Wm

(
[F ′]m

)
= Wm

(
[F ]m

)
Wm

(
[F ′]m

)
. (A.46)

Also, it holds that

α̃m
(
Wm(F )∗

)
= α̃m

(
Wm(−F )

)
= Wm([−F ]m)

= Wm(−[F ]m)

= Wm([F ]m)∗ . (A.47)

Now, from the first isomorphism theorem, since clearly the image of α̃m is the whole

algebraWdyn
m , it holds thatWdyn

m = α̃m (Wm) ' Wm/ker(α̃m) . In particular, ker(α̃m) is

a two sided ideal inWm and one can show that this ideal corresponds to the ideal that

is generated by the relation
(
Wm(F )−1

)
for F ∈ Jm. So the morphism α̃ implements

the wanted dynamics.

To see this, let us explicitly compare the two ideals:

ker(α̃m) =
{
A =

∑
ziWm(Fi) : 0 =

∑
ziWm

(
[Fi]m

)}
, (A.48)

Im =
{
A
(
Wm(F )− 1

)
B : A,B ∈ Wm, F ∈ E

}
=
{
A
(
Wm(F )− 1

)
: A ∈ Wm, F ∈ E

}
=
{∑

zi
(
Wm(Fi +H)−Wm(Fi)

)
: zI ∈ C, Fi ∈ E,H ∈ Jm

}
. (A.49)
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Lemma A.8

Let α̃m and Im be defined as above. Then

ker(α̃m) = Im . (A.50)

Proof: 1.) For the first direction of the proof let A ∈ Im. Then

α̃m(A) =
∑

zi
(
Wm([Fi +H]m)−Wm([Fi]m)

)
= 0 (A.51)

since [Fi + H]m = [Fi]m + [H]m = [Fi]m, because H ∈ Jm by assumption. Hence,

Im ⊂ ker(α̃m).

2.) For the other direction, let A ∈ ker(α̃m).

An arbitrary A ∈ Wm is of the form A =
∑
ziWm(Fi). We can reorder this finite

sum, such that we group together the Fi’s that are in the same equivalence class, thus

writing A =
∑

j Aj, where Aj =
∑

i zijWm(Fij) with [Fij] = [Fi′j′ ] ⇐⇒ j = j′.

With this notation it is easier to classify elements of the kernel of α̃. By construction

α̃(A) = 0 ⇐⇒ α̃(Aj) = 0 for all j ⇐⇒
∑

i zij = 0 for all j. It therefore suffices to

show that Aj ∈ Im for all j:

Aj =
∑
i

zijW (Fij)

=
∑
i

zij
(
W (Fij)−W (Fi′j)︸ ︷︷ ︸

∈Im

+W (Fi′j)
)
, for some i′

=
∑
i

zij︸ ︷︷ ︸
=0

W (Fi′j) + X︸︷︷︸
∈Im

(A.52)

hence, Aj ∈ Im for all j, from which we conclude ker(α̃m) ⊂ Im which completes the

proof. �

We now want to construct a homomorphism from the Weyl algebra bundleW toWdyn.

We do this by a point-wise definition using the homomorphism α̃. Define:

α :W →Wdyn (A.53)

K 7→ α(K), such that
(
α(K)

)
(m) = α̃m

(
K(m)

)
.

Since the algebra relations inW andWdyn are defined point-wise and we have further-

more already seen that α̃m is a *-algebra-homomorphism for each m we conclude that
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α is a *-algebra homomorphism. By the same argument as before we also conclude

that Wdyn
m ' W/ker(α).

Now we are interested if we can find continuous fields of C*-algebras on Wdyn such

that the physically interesting observables are contained. In particular we would like

to have a theorem of the kind of Theorem A.7 for the algebra Wdyn. Unfortunately it

turns out that a theorem of the same generality as for the non-dynamical case is not

possible. This is stated in form of the following theorem:

Theorem A.9

There cannot exist a continuous field
( {
Wdyn

m

}
,Kdyn

)
of C*-algebras such that

for all [F ]m ∈ E/Jm it holds
[
m 7→ Wm([F ]m)

]
∈ Kdyn.

Proof: Let Kdyn be a sub *-algebra of
∏

mWdyn
m such that for all [F ]m ∈ E/Jm it holds[

m 7→ Wm([F ]m)
]
∈ Kdyn. In particular all sections K ∈ K are continuous in the sense

that m 7→ ‖K(m)‖m is continuous. It is clear that for all [F ]m ∈ E/Jm the sections

[m 7→ Wm([F ]m)] are continuous. But, since K is an algebra, also linear combinations

of [m 7→ Wm([F ]m)] are elements of K and are ought to be continuous. This does not

hold as we shall see:

Let K =
([
m 7→ Wm([F ]m)

]
−
[
m 7→ Wm([H]m)

])
∈ K where we choose F,H ∈ E

such that [F ]m0 = [H]m0 for some m0 ∈ R but [F ]m0 6= [H]m0 for m 6= m0.

Then by construction we find ‖K(m0)‖m0
= 0 but, because for Weyl elements it holds

‖zWm([F ]m) + wWm([H]m)‖m = |z| + |w| (see e.g. [9, Proposition 3.10]), for m 6= m0

it holds ‖K(m)‖m = 2, hence K(m) is not continuous. E

Note, that this does not mean that there cannot be a continuous field Kdyn of C*-

algebras such that at least for some [F ]m ∈ E/Jm the sections
[
m 7→ Wm([F ]m)

]
∈

Kdyn. By the argument in the above proof, we certainly need to leave out all the

elements that can for some m0 and some F ′ ∈ E be written as F = (δd + m2
0)F ′. In

particular this includes all closed test forms F : Choosing m0 = 1 and F ′ = F one

finds (δd+ 1)F ′ = F . But there are certainly a lot more F of the above form that we

would have to discard. Also, when removing some
[
m 7→ Wm([F ]m)

]
from the field of

C*-algebras it is not clear, whether we are still able to fulfill the property that the set{
K(m) : K ∈ Kdyn

}
is dense in Wdyn

m . We would have to include some sections that

take at every m a value in Wdyn
m that cannot be represented by a linear combination

of Wm([F ]m)’s. These elements exist due to Wdyn
m being defined as the ‖·‖m-closure of
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the span of the Weyl elements Wm([F ]m). Such elements cannot be written down in a

fashion that we have used to characterize sections so far.

Due to these reasons, the C*-Weyl algebra does not seem to be suitable for our problem

and the ansatz of finding continuous fields of C*-algebras to investigate the zero mass

limit is hereby discarded.
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Lemma B.1

Let N be a N dimensional manifold with metric k. It holds for any j ∈
1, 2, . . . , N − 1√
|kµν |

2

εα1...αjαj+1...αN εα1...αjβj+1...βN
= (−1)s (N − j)!j! δ[αj+1

βj+1
δ
αj+2

βj+2
. . . δ

αN ]
βN

where s is the number of negative eigenvalues of the metric k.

Proof: The above formula is shown to hold in [52, Equation (B.2.13)] �

Lemma B.2

Let A,B be unital ∗-algebras and let α : A → B be a unit preserving ∗-algebra

homomorphism. Then:

α is injective if and only if the kernel of α is trivial, that is, ker(α) = {0}.

Proof: 1.) Assume that α is injective, that is, for a, ã ∈ A, α(a) = α(ã) =⇒ a = ã.

Then, because α is a homomorphism, it follows that α(0) = 0. Let g ∈ ker(α). Then

α(g) = 0 = α(0)

=⇒ g = 0 by injectivity

=⇒ ker(α) = {0} , (B.1)

which completes the proof of the first direction.

2.) Assume that ker(α) = {0}. Let a, ã ∈ A, such that α(a) = α(ã). Then

α(a)− α(ã) = 0

=⇒ α(a− ã) = 0 because α is homomorphism

=⇒ a− ã = 0 because the kernel is trivial , (B.2)

therefore, α is injective. This completes the proof. �
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Lemma B.3

Let A,B be unital ∗-algebras and let α : A → B be a unit preserving ∗-algebra

homomorphism. Then:

α is injective if A is simple.

Proof: The proof follows straight forward from Lemma B.2: First, note that for every

homomorphism α : A → B, the kernel of α is an ideal in A:

Let a ∈ A arbitrary and g ∈ ker(α). Then

α(ag) = α(a)α(g)

= α(a) 0

= 0

=⇒ (ag) ∈ ker(α) . (B.3)

And an analogous result follows for (ga) which shows that ker(α) is a two sided ideal

in A.

Now, since A is simple, α has either full or trivial kernel, that is, ker(α) = {0} or

ker(α) = A. But since α(1) = 1 6= 0 it follows that ker(α) = {0} and by Lemma B.2

that α is injective. �

Lemma B.4

Let X a complex vector bundle over a smooth differential manifold. Then, the

Borchers-Uhlmann algebra BU(Γ0(X)) is barreled.

Proof: Let X a complex vector bundle over a smooth differential manifold N . Recall

from chapter 4.2 that we have defined the BU-algebra over Γ0(X) as the tensor algebra

BU(Γ0(X)) = C⊕
∞⊕
n=1

Γ0(X)⊗n and endowed it with the inductive limit topology of the

spaces

BUN = C⊕
N⊕
n=1

Γ0(X)⊗n . (B.4)

Equivalently, one can densely embed the tensor products Γ0(X)⊗n ⊂ Γ0(�nX), where

� denotes the outer tensor product of vector bundles (see [45, Chapter 3.3]). The
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space of compactly supported section of a complex vector bundle is a LF-space, as it

is defined as the inductive limit of the Frechét spaces of sections with support in some

compact Kl where {Kl}l is a fundamental sequence of compact Kl ⊂ N (see [19, 17.2.2

and 17.3.1]). Since LF-spaces are barreled [49, Chapter 33, Corollary 3] and the direct

sum of barreled spaces is again barreled [35, p. 18.11], we find for any N ∈ N that

BUN is barreled. Additionally, the inductive limit of barreled spaces is barreled [42,

Chapter V, Proposition 6], hence the BU-algebra over smooth compactly supported

sections Γ0(X) over a complex vector bundle X is barreled. �

Lemma B.5 (Symmetrization of fields)

Let {fm}m ⊂ BU (D0(Σ)) be a continuous family in the Borchers-Uhlmann

algebra algebra of initial data D0(Σ). Then

fm = fm,sym + gm , (B.5)

where {fm,sym}m is a continuous family of symmetric algebra elements in

BU (D0(Σ)), and {gm}m is a continuous family in the ideal I CCR
∼ as defined

in section 4.2.3.

Note: An element fsym ∈ BU(D0(Σ)) is symmetric, if it is symmetric in every degree.

Proof: First, one notes that it suffices to show the statement for any continuous family

of homogeneous elements of degree N , that is, fm = (0, 0, . . . , 0, f
(N)
m , 0, 0, . . .), for

f
(N)
m ∈ (D0(Σ))⊗N , since an arbitrary continuous family of elements in BU (D0(Σ))

can be written as a finite sum of continuous families of homogeneous elements. The

statement then follows, because the sum of symmetric elements remains symmetric,

and the ideal I CCR
∼ is a closed sub-*-algebra of BU (D0(Σ)) and hence by definition

closed under addition. In the context of this proof, continuous families of elements in

the BU-algebra are always meant to be continuous in m.

The main idea for this proof is then to write a (homogeneous) element as the sum of

something symmetrized plus something containing commutations of indices. One can

then use the commutator to identify an element of degree N with an element of degree

N − 2 plus some terms that lie in the ideal I CCR
∼ . Furthermore we need to show that

all these operations are continuous in order to get the result for continuous families.

To formulate this precisely, we need to introduce some notation.

Recall that we have defined test differential one-forms on the Cauchy surface Σ as

smooth sections of the cotangent bundle T ∗Σ with compact support, that is, Ω1
0(Σ) =
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Γ0(T ∗Σ). We can therefore identify the space of initial data D0(Σ) as

D0(Σ) = Ω1
0(Σ)⊕ Ω1

0(Σ)

= Γ0(T ∗Σ)⊕ Γ0(T ∗Σ)

= Γ0(T ∗Σ⊕ T ∗Σ) , (B.6)

where T ∗Σ⊕T ∗Σ denotes the Whitney sum of vector bundles as defined in section 2.1.

Furthermore, we can identify tensor products of initial data as

D0(Σ)⊗D0(Σ) = Γ0 (T ∗Σ⊕ T ∗Σ)⊗ Γ0 (T ∗Σ⊕ T ∗Σ)

⊂ Γ0

(
(T ∗Σ⊕ T ∗Σ) � (T ∗Σ⊕ T ∗Σ)

)
, (B.7)

where the canonical embedding is dense (c.f. [45, Chapter 3.3]). The outer tensor

product � of vector bundles is also defined in section 2.1. We may therefore identify

an element in D0(Σ)⊗D0(Σ) with an element in Γ0

(
(T ∗Σ⊕T ∗Σ)� (T ∗Σ⊕T ∗Σ)

)
. We

can furthermore re-write this in terms of components as

Γ0

(
(T ∗Σ⊕ T ∗Σ) � (T ∗Σ⊕ T ∗Σ)

)
= Γ0

(
(T ∗Σ � T ∗Σ)

)︸ ︷︷ ︸
=:Ω11

⊕Γ0

(
(T ∗Σ � T ∗Σ)

)︸ ︷︷ ︸
=:Ω12

⊕Γ0

(
(T ∗Σ � T ∗Σ)

)︸ ︷︷ ︸
=:Ω21

⊕Γ0

(
(T ∗Σ � T ∗Σ)

)︸ ︷︷ ︸
=:Ω22

.

(B.8)

We define the corresponding continuous projectors

prij : Γ0

(
(T ∗Σ⊕ T ∗Σ) � (T ∗Σ⊕ T ∗Σ)

)
→ Ωij , i, j = 1, 2 . (B.9)

As an example, let ψ = (ϕ, π) ⊗ (ϕ′, π′) ∈ Γ0

(
(T ∗Σ ⊕ T ∗Σ) � (T ∗Σ ⊕ T ∗Σ)

)
, then

pr11(ψ) = ϕ⊗ ϕ′, pr12(ψ) = ϕ⊗ π′, etcetera.

We generalize this to higher order tensor products of the space of initial data to obtain

for any N ∈ N

(D0(Σ))⊗N ⊂ Γ0

(
(T ∗Σ⊕ T ∗Σ)�N

)
= Γ0

(
(T ∗Σ)�N

)︸ ︷︷ ︸
=:Ω11...11

⊕Γ0

(
(T ∗Σ)�N

)︸ ︷︷ ︸
=:Ω11...12

⊕ · · · ⊕ Γ0

(
(T ∗Σ)�N

)︸ ︷︷ ︸
=:Ω22...22

, (B.10)

where there are 2N summands in the direct sum. By construction, (T ∗Σ ⊕ T ∗Σ)�N

is a vector bundle over ΣN . Again, we define the continuous projectors pra1a2...aN
:

Γ0

(
(T ∗Σ⊕T ∗Σ)�N

)
→ Ωa1a2...aN , ai = 1, 2 for i = 1, 2, . . . , N . To simplify notation for

124



later use, we also define for any k = 1, . . . , N − 1, i, j = 1, 2,

prk,ij : Γ0

(
(T ∗Σ⊕ T ∗Σ)�N

)
→ Γ0(X)

prk,ij :=
⊕
ai=1,2
i 6=k,k+1

pra1a2...ak−1ijak+2...aN
, (B.11)

where naturally, prk,ij is a map into
⊕2N−2

Γ0(T ∗Σ�N) that we embed into Γ0(X) =

Γ0

(
(T ∗Σ⊕T ∗Σ)�(k−1)�T ∗Σ�T ∗Σ�(T ∗Σ⊕T ∗Σ)�(N−k−1)

)
. This notation makes clear

that basically prk,ij corresponds to a projection of the k-th and (k+1)-th i- respectively

j-component of a tensor of degree N .

With this notation at our disposal we may continue the actual proof. We want to prove

that, for any N ∈ N, a continuous family
{

(0, 0, . . . , f
(N)
m , 0, 0, . . .)

}
m

of homogeneous

elements can be decomposed into a sum of a continuous family fm,sym of symmetric

elements and a continuous family in the ideal I CCR
∼ . We will do this by induction in

steps of 2.

Base case:

1.) N = 0

Let
{

(f
(0)
m , 0, 0, . . .)

}
m

be a family of homogeneous elements of degree zero, f
(0)
m ∈ C.

Trivially, the element is symmetric and by assumption continuous in m, and since

0 ∈ I CCR
∼ by definition, the statement follows directly.

2.) N = 1

Let
{

(0, f
(1)
m , 0, 0, . . .)

}
m

be a family of homogeneous elements of degree one, f
(1)
m ∈

D0(Σ). Again, this is already symmetric and continuous in m, and the statement

follows trivially.

We now proceed with the induction step.

The induction assumption is that for N ∈ N, every continuous family of homogeneous

elements (0, 0, . . . , 0, f
(N)
m , 0, 0, . . .), where f

(N)
m ∈ (D0(Σ))⊗N , can be written as a sum

of a continuous family of fully symmetric elements in the field algebra and a continuous

family of elements in the ideal.

Now let f
(N+2)
m ∈ (D0(Σ))⊗(N+2), which we identify with an element

f (N+2)
m (p1, p2, . . . , pN+2) ∈ Γ0

(
(T ∗Σ⊕ T ∗Σ)�(N+2)

)
, (B.12)

specify a continuous family of homogeneous elements (0, 0, . . . , 0, f
(N+2)
m , 0, 0, . . .) in the

BU-algebra of initial data. In order to re-write this into the desired form, we start by
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looking at the symmetrized element

f (N+2)
m,sym (p1, p2, . . . , pN+2) :=

1

(N + 2)!

∑
σ

f (N+2)
m (pσ(1), pσ(2), . . . , pσ(N+2)) , (B.13)

where the sum is taken all permutations σ of {1, 2, . . . , N + 2}. Introducing the per-

mutation operator Pσ : Γ0

(
(T ∗Σ⊕ T ∗Σ)�(N+2)

)
→ Γ0

(
(T ∗Σ⊕ T ∗Σ)�(N+2)

)
, such that

(Pσψ)(p1, p2, . . . , pN+2) = ψ(pσ(1), pσ(2), . . . , pσ(N+2)), we may write this in the short

hand notation as

f (N+2)
m,sym =

1

(N + 2)!

∑
σ

Pσf
(N+2)
m

= f (N+2)
m +

1

(N + 2)!

∑
σ

(Pσ − 1)f (N+2)
m , (B.14)

and therefore

f (N+2)
m = f (N+2)

m,sym −
1

(N + 2)!

∑
σ

(Pσ − 1)f (N+2)
m . (B.15)

Since the topology of Γ0

(
(T ∗Σ⊕ T ∗Σ)�(N+2)

)
is invariant under the swapping of vari-

ables, we find that if f
(N+2)
m (p1, p2, . . . , pN+2) is continuous in m, then also the family

associated with f
(N+2)
m (pσ(1), pσ(2), . . . , pσ(N+2)) is continuous in m for any permuta-

tion σ. Since taking sums is continuous, we conclude that f
(N+2)
m,sym as defined above is

continuous in m as well as
∑

σ(Pσ − 1)f
(N+2)
m .

So, we have successfully decomposed (0, 0, . . . , 0, f
(N+2)
m , 0, 0, . . .) into a sum of a con-

tinuous family of symmetric elements, and a continuous family of permutations. We

have now left to show that this residual second term of permutations

(
0, 0, . . . , 0,

∑
σ

(Pσ − 1)f (N+2)
m , 0, 0, . . .

)
(B.16)

can be decomposed into the desired form.

We note that every permutation σ can be written as the composition of transpositions

of neighbor indices τi, i = 1, 2, . . . , l, for some l ∈ N. For example. τ(1, 2, 3, 4, 5) =

(1, 2, 4, 3, 5). Decomposing σ = τ1 ◦ τ2 ◦ · · · ◦ τl, we naturally find Pσ = Pτ1 · Pτ2 · · ·Pτl .
We can therefore write, by expanding the expression into a telescoping series,

(Pσ − 1)f (N+2)
m =

l∑
i=1

(Pτi − 1)Pτi+1
· · ·Pτl f (N+2)

m . (B.17)

This is now a sum over differences of elements where only two indices are swapped, for
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example a difference like

ψ(N+2)
m (p1, p2, . . . , pi, pi+1, . . . , pN+2)− ψ(N+2)

m (p1, p2, . . . , pi+1, pi, . . . , pN+2) , (B.18)

where ψ
(N+2)
m = Pτi+1

· · ·Pτl f
(N+2)
m for some transpositions τi. We now want to use a

generalized notion of the commutator to reduce this to something of degree N .

We define the map G
(N)
k : Γ0

(
(T ∗Σ ⊕ T ∗Σ)�(N+2)

)
→ Γ0

(
(T ∗Σ ⊕ T ∗Σ)�N

)
, for all

k = 1, 2, . . . , N − 1, by

G
(N)
k (ψ) =

∫
Σ

hij(p)
(
prk,21ψ − prk,12ψ

)
b1b2...bk−1ijbk+2···N+2

(. . . , p, p, . . .) dvolh(p)

· dxb1 ⊗ · · · ⊗ dxbk−1 ⊗ dxbk+2 ⊗ · · · ⊗ dxbN+2 , (B.19)

where for the point (. . . , p, p, . . .) ∈ Σ(N+2) the p’s are put in the k-th and (k + 1)-th

entry. By definition of the projectors the map G
(N)
k (ψ) applied gives an element in

Γ0

(
(T ∗Σ ⊕ T ∗Σ)�N

)
. By construction, if f

(N+2)
m specifies a continuous family of alge-

bra elements, so does G
(N)
k

(
f

(N+2)
m

)
: Continuity in the space of smooth test one-forms

means continuity in all orders of derivatives, using a partition of unity of the compact

support and local charts. In particular this yields continuity in the components itself.

Since the projectors are continuous, G
(N)
k acts as a distribution and is therefore continu-

ous .Using this generalized propagator, we find for an arbitrary f̃
(N+2)
m ∈ (D0(Σ))⊗(N+2)

and an arbitrary τ that swaps the k-th and (k + 1)-th component of ψ(N+2)

(
0, 0, . . . , 0, (Pτ − 1)f̃ (N+2)

m , 0, 0, . . .
)

=
(

0, 0, . . . , 0,−iG
(N)
k

(
f̃ (N+2)
m

)
, 0, (Pτ − 1)f̃ (N+2)

m , 0, 0, . . .
)

+
(

0, 0, . . . , 0, iG
(N)
k

(
f̃ (N+2)
m

)
, 0, 0, . . .

)
, (B.20)

where the second term is naturally a homogeneous element of degree N that is contin-

uous in m.

The first term, also continuous in m, may be explicitly worked out by choosing a pure

ψ(N+2) = ψ(1)⊗ψ(2)⊗· · ·⊗ψ(N+2), where ψ(i) = (ϕ(i), π(i)) ∈ D0(Σ) for i = 1, . . . , N+2.

By construction, we find

G
(N)
k

(
ψ(N+2)

)
(B.21)

=
(
〈π(k), ϕ(k+1)〉Σ − 〈ϕ(k), π(k+1)〉Σ

)
· ψ(1) ⊗ · · · ⊗ ψ(k−1) ⊗ ψ(k+2) ⊗ · · · ⊗ ψ(N+2) ,
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and hence we obtain the product

(
0, 0, . . . , 0,−iG

(N)
k

(
ψ(N+2)

)
, 0, (Pτ − 1)ψ(N+2), 0, 0, . . .

)
=
(
0, 0, . . . , 0, ψ(1) ⊗ · · · ⊗ ψ(k−1), 0, 0, . . .

)
·
(
− iG(ψ(k), ψ(k+1)), 0, ψ(k) ⊗ ψ(k+1) − ψ(k+1) ⊗ ψ(k), 0, 0, . . .

)
·
(
0, 0, . . . , 0, ψ(k+2) ⊗ · · · ⊗ ψ(N+2), 0, 0, . . .

)
, (B.22)

where we have introduced G(ψ(k), ψ(k+1)) = 〈π(k), ϕ(k+1)〉Σ − 〈ϕ(k), π(k+1)〉Σ as a short-

hand notation in analogy to the classical propagator G(·, ·). Now the construction

“pays off” and we find that element in the middle of the above product,

(
− iG(ψ(k), ψ(k+1)), 0, ψ(k) ⊗ ψ(k+1) − ψ(k+1) ⊗ ψ(k), 0, 0, . . .

)
=
(
− i(〈π(k), ϕ(k+1)〉Σ − 〈ϕ(k), π(k+1)〉Σ), 0,

(ϕ(k), π(k))⊗ (ϕ(k+1), π(k+1))− (ϕ(k+1), π(k+1))⊗ (ϕ(k), π(k)), 0, 0, . . .
)
, (B.23)

is clearly an element of I CCR
∼ by definition. Hence, using equation (B.22), we find

that
(
0, 0, . . . , 0,−iG

(N)
k

(
ψ(N+2)

)
, 0, (Pτ − 1)ψ(N+2), 0, 0, . . .

)
is an element of the ideal

I CCR
∼ . Since an arbitrary element of (D0(Σ))⊗(N+2) can be written as a sum of simple

tensor product elements ψ(N+2) and using again that I CCR
∼ is closed under addition,

we find that (
0, 0, . . . , 0,−iG

(N)
k

(
f̃ (N+2)
m

)
, 0, (Pτ − 1)f̃ (N+2)

m , 0, 0, . . .
)

(B.24)

is an element of the ideal I CCR
∼ .

By equation (B.20) we find that the continuous family of homogeneous elements asso-

ciated with (Pτ − 1)f̃
(N+2)
m can be written as a sum of a continuous family of elements

in the ideal I CCR
∼ , and a continuous family of homogeneous elements of degree N . By

equation (B.17) and again using that the ideal is closed under addition and that the

sum of homogeneous elements of degree N is again a homogeneous element of degree

N , we find that the homogeneous element associated with
∑

σ(Pσ − 1)f
(N+2)
m can be

written as the sum of an element in the ideal I CCR
∼ plus a homogeneous element of

degree N and overall using equation (B.15), we find the result that

(0, 0, . . . , 0, f (N+2)
m , 0, 0, . . .) = (0, 0, . . . , 0, f (N+2)

m,sym , 0, 0, . . .)

+ gm + (0, 0, . . . , 0, f (N)
m , 0, 0, . . .) , (B.25)

where all the summands give rise to families that are continuous in m, gm ∈ I CCR
∼ and

f
(N)
m ∈ (D0(Σ))⊗N . We can now apply the induction hypothesis to the homogeneous

element of degree N and write it as a sum of a continuous family of symmetric elements,
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and a continuous family of elements in the ideal I CCR
∼ . Finally, once again using that

the sum of symmetric elements is still symmetric, that the ideal I CCR
∼ is closed under

addition, and that the sum of continuous families is continuous, we obtain the desired

result. �

Lemma B.6

LetW(E, σ) be the Weyl algebra generated over some real, pre-symplectic space

(E, σ). For all states C ∈ C(E, σ) it holds

|C(F )| ≤ 1 . (B.26)

Proof: Let z ∈ C and F ∈ E. Define A =
(
1 + zW (F )

)
∈ W(E, σ). Then, for any

state C ∈ C(E, σ) we find

ωC(A∗A) =
(

1 + zz̄ + 2Re
(
z C(F )

))
. (B.27)

We can now choose z with |z| = 1, such that z C(F ) = −|C(F )| and find the result

0 ≤ ωC(A∗A) = 2− 2 |C(F )|

=⇒ |C(F )| ≤ 1 . (B.28)

This completes the proof. �
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Glossary

Alg category of unital *-algebras, 60

Alg′ subcategory of unital *-algebras with injective morphisms, 60

SpacCurr category of globally hyperbolic spacetimes and background currents, 60

BU(V ) Borchers-Uhlmann algebra over the vector space V , 68

BUm,j Borchers-Uhlmann algebra of the Proca field, 71

C(E,Gm) convex set of states on the pre-symplectic space (E,Gm), 109

d exterior derivative, 16

δ interior derivative, 18

� d’Alembert operator, 18

D(S) domain of dependence of subset S ⊂ N of manifold N , 8

D±(S) future/past domain of dependence of subset S ⊂ N of manifold N , 8

dΩp−1(N ) space of exact p-forms on the manifold N , 17

δΩp+1(N ) space of co-exact p-forms on the manifold N , 18

D0(Σ) space of initial data with respect to Proca’s equation, 64

dvolk volume element with respect to the metric k, 15

E real vector space of real-valued test one-forms, 108

E±m retarded/advanced fundamental solution of (� +m2), 33

Em advanced minus retarded fundamental solution of (� +m2), 34

E0 propagator of �, 100

εµ1µ2...µN the fully anti-symmetric tensor of rank N (Levi-Civita symbol) on a

N -dimensional manifold, 15

Γm,j,ϕ BU-algebra homeomorphism, 82

Γ(X) space of smooth sections of the vector bundle X, 9

Γ0(X) space of compactly supported smooth sections of the vector bundle X, 9

G±m retarded/advanced fundamental solution of (δd+m2), 41

Gm advanced minus retarded fundamental solution of (δd+m2), 42

Gm propagator of (δd+m2), 61

∗ Hodge star operator, 15

i inclusion operator, usually i : Σ ↪→M, 17, 30

〈·, ·〉N bilinear map on Ωp(N ), 18

j external current, 24

J±(x) causal future/past of point x of manifold N , 8

Km BU-algebra homeomorphism, 76

Λm BU-algebra homeomorphism, 81

M globally hyperbolic, four-dimensional spacetime with metric g and

Cauchy surface Σ, 7
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m mass, 24

∇ Levi-Civita connection (covariant derivative), 7

ωC state on the span W̃m of Weyl elements corresponding to a state C on

the pre-symplectic space (E,Gm), 109

Ω(N ) exterior algebra of differential forms on the manifold N , 13

Ωp(N ) space of p-forms on the manifold N , 13

Ωp
d(N ) space of closed p-forms on on the manifold N , 17

Ωp
δ(N ) space of co-closed p-forms on the manifold N , 18

Ωp
0(N ) space of compactly supported p-forms on the manifold N , 13

φm,j(F ) quantum Proca field of mass m, 71

Ψm,j,ϕ BU-algebra homeomorphism, 83

ρ(0) initial data mapping operator, pullback, 30

ρ(d) initial data mapping operator, forward normal derivative, 30

ρ(δ) initial data mapping operator, pullback of the divergence, 30

ρ(n) initial data mapping operator, forward normal, 30

Σ Cauchy surface with Riemannian metric h, 11

Σ± causal future/past of the Cauchy surface Σ, 31

TxN tangent space at point x of manifold N , 7

TN tangent bundle of manifold N , 7

T ∗xN co-tangent space at point x of manifold N , 8

T ∗N co-tangent bundle of manifold N , 8

∧ exterior product of differential forms, 13

Wm Weyl algebra, for mass m, generated over (E,Gm), 110

Wm(F ) Weyl element for F ∈ E, 108

W̃m span of Weyl elements, 109

X smooth vector bundle, usually over the spacetime M, 8

Ξm BU-algebra homeomorphism, 79

X⊕Y Whitney sum of the vector bundles X and Y, 9

X�Y outer product of the vector bundles X and Y, 9

133



References

References

[1] B. P. Abbott et al. Observation of Gravitational Waves from a Binary Black

Hole Merger. Phys. Rev. Lett. 116.6 (2016), 061102.

[2] N. I. Akhiezer. Theory of linear operators in Hilbert space : Two volumes bound

as one. Ed. by I. M. Glazman. First Edition. Dover Publications, New York,

1993.

[3] J. C. Baez, I. E. Segal, and Z. Zhou. Introduction to Algebraic and Construc-

tive Quantum Field Theory. First Edition. Princeton University Press, Princeton,

New Jersey, 1992.

[4] C. Bär. Green-Hyperbolic Operators on Globally Hyperbolic Spacetimes. Com-

mun. Math. Phys. 333.3 (2015), 1585–1615.

[5] C. Bär and N. Ginoux. Classical and Quantum Fields on Lorentzian Mani-

folds. In: Global Differential Geometry. Ed. by C. Bär, J. Lohkamp, and M.

Schwarz. 17. Springer Proceedings in Mathematics. Springer, Berlin Heidel-

berg, 2012, 359–400.
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[34] T. Kaluza. Zum Unitätsproblem der Physik. Sitzungsber. Preuss. Akad. Wiss.

Berlin. (Math. Phys.) (1921), 966–972.

[35] J. L. Kelly and I. Namioka. Linear Topological Spaces. Second Edition. Springer-

Verlag, Berlin, Heidelberg, 1963.

[36] O. Klein. Quantentheorie und fünfdimensionale Relativitätstheorie. Z. Phys.

37.12 (1926), 895–906.

[37] S. Lang. Fundamentals of Differential Geometry. Corrected second printing.

Springer-Verlag, New York, Heidelberg, Berlin, 2001.

[38] L. Parker. Quantized Fields and Particle Creation in Expanding Universes. I.

Phys. Rev. 183.5 (1969), 1057–1068.

[39] D. Petz. Leuven Notes in Mathematical and Theoretical Physics, Volume 2: An

Invitation to the Algebra of Canonical Commutation Relations. Leuven University

Press, Leuven, 1990.

[40] M. J. Pfenning. Quantization of the Maxwell field in curved spacetimes of ar-

bitrary dimension. Class. Quantum Grav. 26 (2009), 135017.
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